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Abstract 

Probabilistic based graph community detection plays a vital role in the 

complex social networking datasets. Since, most of the conventional 

approaches are difficult to predict the new type of link prediction using the 

standard graph community clustering measures. Also, traditional 

clustering measures use nearest neighbour measures instead of contextual 

similarity in order to predict the relationship among the different graph 

nodes. In order to optimize the contextual node clustering and link 

prediction, a hybrid dynamic scalable measure is proposed for the 

community clustering on complex networks. In this work, a hybrid graph 

clustering and link prediction approaches are proposed on the complex 

social networking dataset for better decision making patterns. 

Experimental results prove that the proposed contextual probabilistic 

graph clustering and link prediction approach has better efficiency than 

then conventional models on complex social networking datasets. 

Keywords: Social network dataset, link prediction, community detection. 

 

 

1. Introduction 

Link prediction anticipates the formation of complex or social links in a network over time. 

Understanding these connections will aid in understanding the network's evolution over time. 

It not only aids in the understanding of network evolution, but also in the study of these 

networks using various parameters. Anthropologists, social scientists, biologists, computer 

scientists, mathematicians, and researchers from a variety of disciplines have studied 

complex and social networks to gain a better understanding of them and have proposed new 

models for link prediction based on topological features of the network graph. In recent years, 

online social networks have grown in popularity to the point where they have become an 

inseparable part of our daily lives. The rise in popularity of online social networks was aided 

by the increased use of mobile devices. Online social networks like Facebook, LinkedIn, 

Twitter, and Google+ have become increasingly important in our daily lives. The linked 

formation of social elements, in which social objects such as people, groups, and 

organizations are represented as nodes of a graph, is known as a social network. The links 
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between the nodes represent the relationship between them [1]. Links are also known as 

edges, arcs, ties, or bonds, and nodes are also known as actors, points, or vertices. Individuals 

in a network can have a "non-directed" or "undirected" relationship if the individual I is 

connected to individual j, implying that j is connected to i. [2]. A directed relationship 

between individuals in a network is one in which just because individual I is connected to 

individual j does not mean that j is connected to i. The actor-actor relationship can be 

directed, as in Facebook or LinkedIn, or undirected, as in Twitter. The majority of research in 

online social networks is based on network science and graph theory fundamentals. Network 

science is a broad field that encompasses everything from psychology to biology to social 

sciences, and it has played a significant role in shaping the research aspects of online social 

networks. With the rise in popularity of online social networks, new concerns have emerged, 

such as data privacy and the sensitivity of shared information. Homophily is a feature of 

online social networks in which like-minded people and actors with similar viewpoints tend 

to stick together [3][4]. [5] coined the phrase "love of the same" to describe it. Because of 

their widespread use, online social networks have provided an opportunity to study and 

research their characteristics on a large scale. The mapping, measuring, and study of 

relationships flows and social interaction between people, groups, and organizations is known 

as online social network analysis, and it encompasses a wide range of fields of study, from 

psychology to biology to information sciences. Human relationships are visualized and 

mathematically analyzed using social network analysis. It is a methodology developed in the 

early 1960s by sociologists and social psychology researchers [7]. In the last two decades or 

so, social network analysis has exploded in popularity, primarily in the fields of sociology 

and communication science. There are over 50 different social network measures that are 

commonly used in social network analysis. Finding and evaluating the perfect measure is a 

problem that has attracted a lot of research attention. Because they connect people all over the 

world and reach billions of people, real-world social networks are massive. Because the 

database is so large, new methods for organizing it and managing the relationships between 

the network's participants are required [8]. The term "social network" refers to the building 

structure of a group of communities that have joined together and can be developed as groups 

within which social interactions among actors are both intense and weak [9]. When the 

relationships between the network's participants become denser, the network becomes a 

community structure, which is also known as clustering. When the relationships within the 

network are dense, the entities that are individuals involved in the network automatically fall 

into the cluster or community. As they describe the interaction and relationship between 

individuals or entities, social networks can also be considered information networks. In 

research topics such as sociology, epidemiology, recommendation systems, and criminology, 

social network analysis aids researchers in discovering methods in social structures and 

identifying patterns of interaction among entities. Information was collected from social 

networks using surveys, questionnaires, and personal interviews in the early days of social 

network analysis. Link prediction predicts links in the network either complex or social that 

may form over a period of time. Understanding such links will help to understand the 

evolution of network over a period of time. It not only helps to understand network evolution 

but also helps to study these networks with different parameters. Anthropologists, social 
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scientists, biologists, computer scientists, mathematicians and researchers from many 

domains have studied the complex and social networks to understand different perspectives 

and proposed new models for the link prediction using topological features of the network 

graph. By predicting links, some of the missing links in the network that might have lost in 

the due course of network evolution can be identified. Due to war or other natural disasters, 

human beings (belonging to different races) migrated to new places and started new 

civilization. Such new civilization might not have any formal links with their ancestors and 

might have lost links with them and their present generation over a period of time. By link 

prediction problem such missing links can be identified by proposing suitable complex 

network models not only in the human evolution network but also in biological networks, 

disease propagation networks and gene regulatory networks to name a few. Another 

commercial application of link prediction is in the identification of links among persons who 

form a link over a period of time. Some of the social media networks like Facebook network, 

Twitter network and LinkedIn network predict links by involving the additional attributes of 

the persons in the networks such as the cities they visited, colleges they studied, likes of 

pages and so on. Friend recommendation in social networks is based on these attributes in 

addition to the graph topology. Not only unnoticed links in the civilization, in friend network, 

link prediction is also used in recommending items to users in e-commerce based on the 

previous purchase and persons profile information such as purchase capability, credit limit, 

interests and previous search history. Such a method of recommending is well known as 

recommender systems. Link prediction problem in financial transaction details is used to 

identify fraudulent transactions and funding for illegal and anti-social activities. If a persons 

financial transactions are modeled in the form of a network over a due course of time, then 

the majority of transactions will form a pattern or similar pattern is observed in each interval. 

Any financial transactions outside these transactions can be identified as an unusual 

behaviour of that person and countermeasures can be taken to alert the person. Author 

networks are analyzed to understand connections or interactions between the authors and 

their co-authors and the journals they are likely to publish in their research findings. By link 

prediction problem, the interaction among the authors and the authors they collaborate or 

likely to collaborate and journals or conferences they are likely to communicate can be 

understood. Over the topological features of the graph, clustering information, edge 

betweenness centrality and k – path edge connectivity measures were combined to define a 

new algorithm to predict links on the social network [10]. Weight path based structural link 

prediction algorithm is proposed by incorporating both cluster information and edge 

betweenness centrality values. From the experimental values it was concluded that proposed 

algorithms performs better over the benchmark algorithms in literature. In addition to the 

existing topological features, user behavior in the network also helps to predict links.  

 

2. Related Works 

Online social networks' nodes communicate with one another via some form of online 

communication. Online social networks are defined as a group of people who communicate 

via email and another group of people who communicate solely through social networking 

sites such as Facebook and Myspace. The number of nodes to which a single person is linked 
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varies from person to person. Because the mechanisms of formation of both networks are 

nearly identical[12], typical properties of underlying offline social networks can be found in 

online social networks [13]. Individual similarities, just like in an offline social network, 

make online social interaction more likely. McPherson discovered that there is a direct link 

between network interaction and network structure [14]. Various researchers have proposed 

various probabilistic models for determining the likelihood of two people becoming friends 

[15]. Information was collected from social networks using surveys, questionnaires, and 

personal interviews in the early days of social network analysis. The structure and evolution 

of online social networks has simplified the task of gathering data. Web crawlers are now 

being used to collect information from online social networks [16]. Online social networks' 

nodes communicate with one another via some form of online communication. Online social 

networks are defined as a group of people who communicate via email and another group of 

people who communicate solely through social networking sites such as Facebook and 

Myspace. The number of nodes to which a single person is linked varies from person to 

person. Because the mechanisms of formation of both networks are nearly identical, typical 

properties of underlying offline social networks can be found in online social networks. 

Individual similarities, just like in an offline social network, make online social interaction 

more likely. McPherson discovered that there is a direct link between network interaction and 

network structure [17]. Various researchers have proposed various probabilistic models for 

determining the likelihood of two people becoming friends [18]. According to the research 

studies mentioned above, online social networks share many topological properties with 

complex networks. In online social networks, degree distributions follow a power law 

distribution, with a heavy tail. At some point, a cut-off may be necessary (usually of few 

thousands). The majority of online social networks have a small diameter, with a few 

exceptions. The effective diameter can be used to determine the percentage of nodes that are 

connected and reachable from one another. Some of the nodes in the social network will be 

densely populated and dubbed "cores," and these nodes will be in charge of keeping the 

network together and connecting low-degree nodes to it. The cores are in charge of reducing 

the network's shortest paths. When compared to the node degree in an offline social network, 

the node degree in an online social network is very large. The number of friends in an offline 

social network is usually limited to a few hundreds. Huberman discovered that even though a 

user in an online social network has a large number of connections, they only interact with a 

small number of them. The goal of this study is to focus on online social network mining, 

also known as link prediction, which is applied to undirected online social networks 

represented by undirected graphs. The main goal of link prediction is to find future missing 

links between network nodes based on previous relationships, which is what network 

topology is all about. The limitations of existing state-of-the-art link prediction techniques 

have also been investigated. Link prediction has been discovered to assist in addressing issues 

and challenges in a variety of domains, such as future friend recommendation. There are, 

however, issues with precision and scalability. The diversity of online social networks poses 

a challenge in terms of precision, because link prediction techniques used to forecast future 

missing links in one type of network will not accurately predict links between nodes in 

another type of network. Friendship networks have different properties than co-authorship 

http://philstat.org.ph/


Vol. 71 No. 3s (2022) 

http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 
2326-9865 

982 

networks. Furthermore, accurately predicting links between nodes in a sparse network is 

difficult. Given the widespread use of the internet and social media, the link prediction 

problem remains a significant issue in the field of social media. The networks that were 

processed for link prediction were taken one at a time and were also of small size, implying 

that there were fewer nodes in total. As a result, the techniques developed at the time are now 

unsuitable for analyzing the current state of network structures. Previous research has not 

found a significant difference between link detection and link prediction; both appear to be 

the same[19]. The problems of link detection and prediction are distinct, and our focus is on 

future link prediction. Along with such flaws, there are a variety of real-time applications that 

require link predictions to be investigated in order to improve recommendation systems. Link 

prediction plays an important role in decision-making; depending on the type and behavior of 

social networks, link prediction analysis can help in a variety of ways, as shown in the use-

cases below. As is well known, any network is represented through sociography, where nodes 

are users of people and interactions between them are represented by links in the popular 

online social network Facebook. The type of relationship is determined by the interaction 

context. For example, in a friendship edge, one user initiates a friendship request, which the 

other node accepts. Predicting friendship links aids in the generation of business revenue 

through the placement of advertisements on user pages, because knowing who is whose 

friend will assist the business organization in identifying users who will have a higher 

probability of connecting new friends across the network. Another scenario for link 

prediction is in any co-authorship network [20], such as dblp, where authors are nodes and 

links represent collaboration between them. The interaction between authors, i.e. the link 

between the nodes, indicates that at least one research document will be published as a result 

of the collaboration. Although link prediction analysis of such scientific networks has no 

direct implications, because the network is another example of online social networks, an 

approximation of link prediction will verify the method in other networks as well. As a result, 

such networks have piqued the interest of scientists, physicists, and mathematicians for 

further investigation [21]. The focus of link prediction research has primarily been on 

improving execution for specific exact frameworks, with little attention paid to link 

prediction in network models. To begin, the networks' group structure is removed at various 

resolutions. Then, under various resolutions, a basic recurrence measurable model is 

connected to determine how frequently a couple of nodes isolated into the same group. The 

probability of missing connections is calculated in the long run. This calculation is 

demonstrated by contrasting and other seven link prediction strategies on two different types 

of networks at different scales. The results show that the methodology performs well in terms 

of precision and has a lower time complexity than some other calculations that rely on the 

system's various structures. The results of the tests show that the execution of a few strategies 

is strongly linked to specific network measurements. The authors discovered how to 

distinguish between "prediction friendly" networks, for which the vast majority of forecasting 

strategies produce excellent results, and "prediction unfriendly" networks, for which the vast 

majority of techniques produce high prediction error. Correlation analysis between network 

measurements and forecast precision of expectation strategies could form the foundation of a 

metal earning framework that can recommend the best forecast technique for a given network 
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based on network qualities. The majority of today's strategies rely on the standard neighbour 

list and its variations. The Pearson correlation coefficient is proposed by Liao et al in their 

paper to compute the similarity between nodes. When used to compute closeness in higher 

order paths, this strategy is found to be extremely compelling [22]. The authors combined a 

relationship-based technique with a resource allocation strategy and discovered that the 

combined technique outperforms current strategies, especially in sparse networks. According 

to the findings, the Pearson relationship coefficient is more resistant to noisy data than other 

methods. An interesting addition would be to investigate the link prediction problem in a 

noisy environment, such as the watched network with some noisy connections. The 

relationship-based strategy and alternative strategies can be analyzed, and the robustness of 

these techniques to noise can be considered methodically. The Pearson relationship 

introduces a new way of calculating the distance between nodes. In transient dubious 

networks, [23] proposed a strategy for connection prediction. The anticipating problem is 

formalized using this technique by outlining an irregular random walk in transient 

indeterminate networks. Humans (of various races) migrated to new places and established 

new civilizations as a result of war or other natural disasters. Such a new civilization may 

have no formal ties to their forefathers and may have lost touch with them and their current 

generation over time. Such missing links can be identified using the link prediction problem 

by proposing appropriate complex network models not only in the human evolution network 

but also in biological networks, disease propagation networks, and gene regulatory networks, 

to name a few examples. The identification of links among people who form a link over time 

is another commercial application of link prediction. Some social media networks, such as 

Facebook, Twitter, and LinkedIn, predict links by incorporating additional attributes of the 

individuals in the networks, such as cities visited, colleges attended, page likes, and so on. In 

social networks, friend recommendations are based on these attributes as well as the graph 

topology. Not only in the civilization, but also in the friend network, link prediction is used in 

e-commerce to recommend items to users based on previous purchases and personal profile 

information such as purchase capability, credit limit, interests, and previous search history. 

Recommender systems are a well-known method of recommending. Financial transaction 

details are used to identify fraudulent transactions and funding for illegal and anti-social 

activities using the link prediction problem. When a person's financial transactions are 

modeled as a network over a period of time, the majority of transactions will form a pattern 

or a similar pattern in each interval [24]. Any financial transactions that are not part of these 

transactions can be identified as unusual behavior by that person, and countermeasures can be 

taken to alert them. Biological networks are studied to better understand the interactions 

between the various entities involved, such as protein-protein interactions, in order to identify 

and report existing or new diseases or biological conditions. In addition, understanding the 

likelihood of developing diseases or abnormal health conditions over time (in future 

generations) has made link prediction a popular research topic in bioinformatics. Author 

networks are examined to determine the connections or interactions between authors and their 

co-authors, as well as the journals in which their research findings are most likely to be 

published. The interaction between the authors and the authors with whom they collaborate or 

are likely to collaborate, as well as the journals or conferences with which they are likely to 
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communicate, can be understood using the link prediction problem. Though the link 

prediction problem appears to be simple, it provides valuable insights into the network, 

whether social or complex, and the interactions among the entities involved. Large nodes and 

inherent topology in social networks must be analysed in order to make meaningful 

inferences about link prediction. It's a difficult task for large graphs because traversing them 

necessitates a significant amount of computational effort and the use of optimized techniques. 

Two variants of the firefly link prediction algorithm are proposed, focusing on structural links 

between network nodes and attribute relationships between attribute nodes and structural 

nodes that fireflies traverse. Experiments have shown that the proposed algorithms 

outperform the existing algorithms in the literature. When using fireflies with a normal 

distribution to traverse a large graph, the search space will be limited by fireflies. To solve 

this problem, Levy flight is used to guide the behavior of fireflies, ensuring that they search 

the entire parameter space. In order to improve the accuracy of the link prediction algorithm, 

node attributes are taken into account in addition to the existing topological features. An 

augmented graph is one in which existing nodes are connected to additional nodes based on 

the attributes they possess. To predict links, fireflies will be made to traverse the entire graph, 

including the augmented nodes. The fireflies will flock to densely connected nodes, which 

have a higher chance of forming links. An intelligent adaptive local neighbourhood range 

based link prediction technique is proposed to improve link prediction accuracy and avoid 

leaving any node that has the potential to form links in the future. The fireflies in the 

proposed technique will intelligently increase their boundary in the neighbourhood and 

search for potential links based on a threshold. The exploration boundary will be expanded so 

that nodes with the potential to form links are not overlooked. The analysis of online social 

networks aids in the development of valuable inferences on a variety of topics, including 

people's browsing habits, information diffusion, the discovery of groups/communities in the 

network, the identification of the most influential people in online social networks, and the 

degree of influence. Individuals form the vertices, and connections or associations form the 

edges, hence social networks are typically represented as graphs for ease of analysis. Actors 

and ties are terms used to describe people. Adjacency list and adjacency matrix are both used 

to represent social networks [25]. The great majority of parameters/elements in online social 

networks are ambiguous and not neatly linked to any traits. Identity traits, for example, vary 

depending on observation, location, and economic well-being, all of which are difficult to 

define precisely. Traditional logic theory, such as true/false or any parallel rationale, is thus 

useless in studying online social networks. This chapter attempts to associate a proportion of 

network measurements in online social network analysis and construct a few inductions 

between each measure in that regard. The association between two nodes is characterized as a 

connection in an online social network. There are several OSN measurements that are based 

on the relationship between nodes in an online social network. In a static network, certain 

network metrics can't be calculated. Reachability, degree, density, bridge, and connectivity 

are some of the connection-based measurements available. In online social networks, the 

degree is the most important connection-based metric. The number of linkages a node has is 

known as its degree. An in-degree or out-degree can be obtained. The number of links that 

occur on the node is called in-degree, whereas the number of links that begin at the node is 
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called out-degree. Reachability is the degree to which two nodes in an online social network 

are connected, regardless of how many hops separate them. It's commonly used to see if two 

nodes are connected. It is defined as the degree to which any component of a network can 

communicate with another component of the network. The course taken by the two people 

can be either well-coordinated or erroneous. In coordinated networks, the reachability will be 

unique. The fact that node A can be reached from node B does not mean that node B can be 

reached from node A. The ratio of the real number of nodes in a network to the total number 

of nodes possible in the network is known as density. The quality of associations between 

nodes in a network is measured by connectivity. It's calculated by continuously emptying the 

edges of a graph and checking the time when a node becomes entirely isolated. Different 

connections to the same node will have better data scattering and more grounded availability. 

Furthermore, in online social networks, a bridge is a knot that connects two networks or 

subnetworks. The number of bridges in the system determines how widely data spreads in 

online informal communities. Radiality is defined as the degree to which a person's affiliation 

connects with the rest of the network and provides new methods to reach a node. A higher 

radiality estimate means that it takes less hops for a node to reach any other individual in the 

online social network. We discovered that, while there are a variety of network topological 

property indices and link prediction techniques in the literature, no study explores the 

correlation between topological property indices and link prediction techniques, based on the 

existing studies on various similarity score heuristics for link prediction. In addition, we 

discovered that existing similarity score-based link prediction approaches either use node 

structure or node attribute data. There is no link prediction technique in the literature that uses 

both node structure and profile information. We also discovered that similarity score-based 

link prediction systems require a threshold value on which decisions can be made. However, 

because huge social networks have extremely dynamic structures, determining a threshold 

value on which link prediction can be conducted is problematic. Each person in an online 

social network has a unique collection of characteristics, making it difficult for a 

comprehensive social network to determine a common threshold for determining if two 

unconnected individuals will be joined (containing thousands of egos). A bipartite graph with 

two types of nodes, users and products, can be found in an E-Commerce network. If the user 

has purchased the item, the two are linked. For link prediction, the article discussed the use of 

a "indirect" feature. For all people that bought a common item, a similar item purchase count 

is employed as a feature. It was discovered that adding indirect features to the training set 

enhanced link prediction accuracy. For forecasting the chance of linkages among distinct 

node pairings, [27] used the logistic regression technique. They used data from CiteSeer 

articles, AT&T phone calls, and Enron emails to piece together a network. For forecasting the 

probability of collaborations in DBLP and PubMed research papers, [28] used a local Markov 

random field model with a logistic regression technique. Using the support vector machine 

(SVM) approach, [29] predicted links on the Google+ website. By developing a decision tree 

classifier, [30] tackled the challenge of link prediction in dynamic social networks. For 

identifying missing links in co-authorship networks, [31] used supervised learning techniques 

as SVM, Decision Tree, and J48. They discovered that the performance of link prediction is 

affected by the classification technique used. The authors discovered that using place features 
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boosts the performance of machine learning techniques. [32] investigated the use of 

supervised machine learning algorithms for yelp.com, a restaurant review website. In a 

restaurant review network, maximum entropy was utilized to predict links. We discovered 

that machine learning-based link prediction algorithms are useful for discovering missing 

linkages in social networks based on previous research. The performance of machine 

learning-based link prediction algorithms for friendship networks, on the other hand, has not 

been investigated. As a result, we developed a number of supervised machine learning-based 

link prediction models for complex networks. 

 

3. Hybrid Filtered based Graph Clustering and Link Prediction Model on Complex 

OSN Datasets 

In this section, a hybrid graph based clustering model is implemented on the online social 

networking data for link prediction process as shown in figure 1. Various types of social 

networking complex datasets are used in this framework to find outliers and to transform 

data. Data classification models are used to find the essential decision-making process 

patterns after the data filtering operation is completed. Here, statistical metrics are used to 

compare the proposed model's performance to that of other models. Heterogeneous datasets 

are used to find the class prediction in the proposed framework, which employs the proposed 

link prediction model. The input data is initially prepared using the various class attributes. 

The missing values are filled with mean values after nominal attributes are converted to 

binary attributes. To improve link prediction rates, these filtered data are fed into 

classification problems. For the decision making process, various nominal attributes are used 

as class labels. 

 

Algorithm 1: Complex Social Networking Data Filtering Process 

Input: Online social networking datasets OSND={SD-1,SD-2…SD-n}, Attribute: TA ,Minc 

:Minimum frequency count of attribute value that contains class label c,  

Maxc: Minimum frequency count of attribute value that contains class label c,  

Mx: Maximum of attribute values. 

Mn: Minimum of attribute values. 

1: Read OSN dataset as OSND. 

2. To each sample in OSND[] 

3. Do 

4. To each instance I[i]  

5. Do 

6.  To each attribute in I[i][j] 

7.  Do 

8.   If( TA [i]==Numerical&& TA [i]==Null) 

9.   then 

10.    Replace A[I] using the eq.(1) 

11.    T x T
T n T n T

A T

| A [I] ( (A ) |
A [I] *(Max (A ) / 2 Min (A ) / 2)

2. (A )

− 
= −


 --(1) 

12.   End if 

13.   Done 

18 Done 
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19 done 

In the proposed algorithm 1, online social networking data samples are taken as in put for the 

filtering process. Initially, each data object and the attribute space are used to find the 

minimum and maximum frequency of the attribute values. If the attribute is numerical then 

the equation 1 is used to compute the filtered attribute normalized value for the data filtering.  

 

 

Figure 1; Proposed Framework on Complex Social Networking Data 

 

 

Algorithm 2: Probabilistic Weighted based Community Clustering  

Probabilistic Weighted Measure for Community Detection 
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In this work, a hybrid probabilistic weighted measure is used to find the key relational graph 

nodes based on the attributes for community detection process. The centralized mean 

weighted measure between the attributes is given as, 

2

f

f

2

f f

A1 A2

A1 A2

f f

B uniqueCV(D); / / Unique  column values

HB Histobins[] histogrambin(D)

GaussianKernel : GK( , ) e / (2* )

gkv GK( HB , B );

| ( ) |
1     -----(1)

. min{ , }

Max(Prob(A1/ Cm))
2 Min{| HB / ( * HB ) |,

2

−

=

= =

  = 

 = =

 −
 =

  

 = 

 



A1

A2

Max(Prob(A 2 / Cm))
,  } 

. | | A1| | 2. | | A2 | |

where M  is the average of the attribute A1 wrt class samples

M  is the average of the attribute A2 wrt class samples.

 

 

 

Maximized weighted probabilistic measure is given by: MPWM=T=max{ 1 , 2 } 

Input: dataset D 

Output: Filtered dataset D' 

1. Read the input dataset. 

2. To each numerical attribute A in the dataset D. 

3.  Apply algorithm 1 for data filtering. 

4. Done 

5. If the dataset contains heterogeneous attributes in the list FD[]. 

6. To each attribute s in FD 

7.  Do 

8. Link prediction using model1. 

9. Done 

10. To each instance in the local community objects 

11. do 

12. For each instance Oi in the KNN objects KNN[] 

13. Do 

14. For each instance Oj in IPG[] // where i!=j 

15. Computing the Chebyshev distance k
mN  on the KNN objects.  

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( )

2 2 2

1 2 n

2 2 2

j 1 2 r

j 1 1 2 2 n r

i j

i

i

| | m m .... m

| Q | Q n Q n ....Q n

| .Q | m .Q n m .Q n ... m .Q n

Pr oposed Contextual depedency global skyline objects are computed as

m .Q n *cos(| m
Contextual dependency ran: CDR

P SR P P P

SR

P SR SR P P P

=
P P

= +

= +

= + +

( ) ( )
( ) ( )

i j

i j

| | Q n |)
; where  i j

2*log(| m .Q n |)

Contextual  similarity ranking is given as

CSR 1

P

CDR;

+


= −

 

Sort all the related neighbor objects with highest similarity as nearest ranked list. 
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16. Done 

17. To each Chebyshev distance objects in the local density modelling, find the k 

nearest objects in the sorted as  

18. 
k
mN []=TopKNN(k); 

 

19. Apply local density estimation probability on the filtered local objects. 

20. Find the nearest density objects using the proposed probabilistic KNN method. 

21. Construct initial graph clustering with k nodes as clusters. 

22. Compute local and global density estimation by using the following weighted 

measures as 

 

1

1

. ( )
1

 Here, N is total number of filtered knn objects

 is the average of the k-th closest object to instance i. 

 (Dist )},  and 

M  is the average of  , 

ca

1
/

{

=

= +
−

=


N

K K K

c i i

i

K

i

K

t j i ij

K K

t

mean
N

max KN

Dist

N





 





1

1

1 2

1
lculate average of k-values as M

Prior estimation probability = Prob(I,C )=Max{Prob(I/C  ); k:k-nearest objects}

Pr  local density estiamtion is given as

P (  e(
max

)
{ , }

=

=

=

= −


N

K K

t

i

k k

i

N

oposed

LDE








 

‖ log( 2

2
)

)

2

− cij Dist



‖

 

23. Repeat this procedure till k graph clusters.  

24. Done 

25. Apply optimized decision tree classification model for link prediction. 

 

In the proposed approach, in order to increase the classification rate, the boosting 

mechanism employs a collection of weak classifiers. The method used by Decision Tree 

is a poor classification for the creation of samples on the Adaboost algorithm in this 

approach. A novel decision-making hybrid entropy and probabilistic entropy are 

hybridized using the updated decision tree ranking steps. For example, the low 

classification error rate classifier is chosen in this algorithm. 

26. Done 

 

In the algorithm 2, initially, all the data objects are filtered using the algorihthm1. These 

filtered data are used for data machine learning and community detection process.  

 

4. Experimental Results 

In the proposed system, a graph based community classification framework is designed and 

implemented for complex social networking data by implementing the community cluster -

based machine learning techniques. Each classifier is run independently and the important 
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features were noted. The common features of all the three classifiers are collected and 

considered as optimal feature subset. The performance of the selected feature subset was 

evaluated by Naive Bayes classifier by using the performance metrics like precision, recall, 

accuracy. The results obtained were compared with different traditional feature selection 

based classifiers. By comparing the results, it is concluded that the gradient based feature 

selection model yields better results than the traditional machine learning feature based 

classification models.  

Experimental results are simulated in java environment with third party graph and similarity 

libraries. To evaluate the performance of proposed model, four datasets such as yelp, football, 

Zachary and dolphin datasets. In this experimental study, different metrics are used to 

evaluate the results. Metrics such as density, NMI (normalized mutual information), variation 

of information(entropy) are used to evaluate the results on the training datasets. 

( )2

ii iDensity e a= −  

e(P) (Q) (P,Q)
(P ) ,

(e(P) (Q)) / 2

e e
NMI

e

+ −
=

+
∣ Q  

Where X is the original value and Y is the predicted communities. e(P) and e(Q) are the 

entropy values of the corresponding communities. 

 

Table 1. Sample Complex Social Networking Dataset 

Social networking data are represented by nodes, and mutual links between them are 

represented by edges. The edges are contained in the edges csv files; nodes are indexed from 

0. Experimental data is taken from [https://graphmining.ai/datasets/wikipedia/squirrel.zip] 

[https://graphmining.ai/datasets/wikipedia/crocodile.zip]. The inclusion of a feature in the 

feature list indicates the presence of an informative noun in the Wikipedia article's content. 

We reported the number of nodes and edges for each page-page network, along with some 

other descriptive statistics. 
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Figure 2; Loading Facebook OSN Dataset 
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Figure 3; Different Community Clusters in the Visualization Form 

 

 

Figure 4; Dynamic Visualization of Facebook Clusters for OSN  
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Table 2. Comparative Analysis of Different Graph based Community Clustering Models 

on Facebook Dataset 

Test_Sample W-

cluster 

IGC-

Cluster 

AR-

Cluster 

Proposed Clusterbased 

Classifier 

NODES-1% 0.942 0.943 0.932 0.981 

NODES-2% 0.941 0.944 0.925 0.982 

NODES-3% 0.938 0.931 0.922 0.983 

NODES-4% 0.937 0.94 0.926 0.984 

NODES-5% 0.935 0.944 0.92 0.981 

NODES-6% 0.935 0.936 0.942 0.979 

NODES-7% 0.937 0.932 0.919 0.98 

NODES-8% 0.935 0.937 0.937 0.981 

NODES-9% 0.941 0.943 0.923 0.98 

NODES-

10% 

0.94 0.933 0.934 0.983 

NODES-

11% 

0.94 0.94 0.924 0.983 

NODES-

12% 

0.94 0.934 0.944 0.984 

NODES-

13% 

0.933 0.932 0.934 0.981 

NODES-

14% 

0.943 0.942 0.94 0.979 

NODES-

15% 

0.938 0.939 0.942 0.982 

NODES-

16% 

0.944 0.936 0.931 0.983 

NODES-

17% 

0.941 0.936 0.923 0.982 

NODES-

18% 

0.932 0.941 0.925 0.98 

NODES-

19% 

0.94 0.941 0.942 0.984 

NODES-

20% 

0.943 0.935 0.943 0.979 

 

Table 2, represents the comparative analysis of present probabilistic model to the 

conventional models on facebook dataset. As shown in the table 2, proposed NML has better 

efficiency than the traditional models on facebook dataset. The NLM value represent the 

quality of the inter and intra community detection process on the facebook dataset. 
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Figure 5; Comparative Analysis of Proposed Graph Cluster based Classification Value 

to Existing Models on Facebook Data 

Figure 5, represents the comparative analysis of present probabilistic graph cluster model to 

the conventional models on facebook dataset. As shown in the figure 5, proposed entropy 

value has better efficiency than the traditional models on facebook dataset. The entropy value 

represents the quality of the inter and intra community detection process on the facebook 

dataset. 

 

Table 3. Comparative Analysis of Proposed Model Density Value to Existing Models on 

Yelp Data 

Test_Sample W-

cluster 

IGC-

Cluster 

AR-

Cluster 

Proposed Clusterbased 

Classifier 

NODES-1% 0.932 0.942 0.924 0.981 

NODES-2% 0.937 0.944 0.932 0.98 

NODES-3% 0.935 0.936 0.94 0.983 

NODES-4% 0.942 0.934 0.929 0.981 

NODES-5% 0.936 0.942 0.932 0.98 

NODES-6% 0.942 0.94 0.919 0.981 

NODES-7% 0.942 0.938 0.933 0.984 

NODES-8% 0.942 0.937 0.923 0.979 

NODES-9% 0.939 0.938 0.926 0.983 

NODES-

10% 

0.936 0.937 0.935 0.983 

NODES-

11% 

0.941 0.935 0.919 0.982 

NODES-

12% 

0.933 0.941 0.926 0.981 

NODES- 0.944 0.937 0.923 0.98 

0.88

0.9

0.92

0.94

0.96

0.98

1

N
O

D
ES

-1
%

N
O

D
ES

-2
%

N
O

D
ES

-3
%

N
O

D
ES

-4
%

N
O

D
ES

-5
%

N
O

D
ES

-6
%

N
O

D
ES

-7
%

N
O

D
ES

-8
%

N
O

D
ES

-9
%

N
O

D
ES

-1
0

%
N

O
D

ES
-1

1
%

N
O

D
ES

-1
2

%
N

O
D

ES
-1

3
%

N
O

D
ES

-1
4

%
N

O
D

ES
-1

5
%

N
O

D
ES

-1
6

%
N

O
D

ES
-1

7
%

N
O

D
ES

-1
8

%
N

O
D

ES
-1

9
%

N
O

D
ES

-2
0

%

Li
n

k 
p

re
d

ic
ti

o
n

 a
cc

u
ra

cy

Graph nodes

W-cluster

IGC-Cluster

AR-Cluster

ProposedClusterbasedClassifier

http://philstat.org.ph/


Vol. 71 No. 3s (2022) 

http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 
2326-9865 

995 

13% 

NODES-

14% 

0.938 0.931 0.941 0.981 

NODES-

15% 

0.942 0.942 0.927 0.984 

NODES-

16% 

0.937 0.933 0.939 0.981 

NODES-

17% 

0.938 0.938 0.928 0.98 

NODES-

18% 

0.936 0.934 0.938 0.984 

NODES-

19% 

0.933 0.932 0.941 0.983 

NODES-

20% 

0.942 0.932 0.928 0.982 

 

Table 3, represents the comparative analysis of present graph cluster based classification 

model to the conventional models on yelp dataset. As shown in the table 3, proposed density 

value has better efficiency than the traditional models on yelp dataset. The density value 

represent the quality of the inter and intra community detection process on the yelp dataset. 

 

Table 4. Performance of Proposed Runtime (MS) to Conventional Models on Different 

Facebook Network data Samples 

Test_Sample W-

cluster 

IGC-

Cluster 

AR-

Cluster 

Proposed Cluster based 

Classifier 

NODES-1% 4657 4618 4514 3359 

NODES-2% 4585 4726 4340 3353 

NODES-3% 4735 4675 4315 3405 

NODES-4% 4653 4633 4350 3449 

NODES-5% 4733 4645 4736 3356 

NODES-6% 4630 4624 4442 3407 

NODES-7% 4603 4736 4652 3430 

NODES-8% 4609 4726 4573 3370 

NODES-9% 4622 4535 4717 3363 

NODES-

10% 

4648 4709 4305 3308 

NODES-

11% 

4568 4574 4633 3306 

NODES-

12% 

4653 4748 4708 3342 

NODES-

13% 

4612 4614 4328 3430 

NODES-

14% 

4674 4603 4555 3325 

NODES-

15% 

4566 4682 4766 3383 

NODES-

16% 

4559 4622 4318 3453 
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NODES-

17% 

4767 4585 4285 3423 

NODES-

18% 

4763 4559 4480 3361 

NODES-

19% 

4619 4547 4693 3381 

NODES-

20% 

4597 4659 4777 3392 

In this table 4, the runtime(ms) comparison of proposed model to the conventional models are 

presented. From the table, it is noted that the runtime of the probabilistic cluster based 

machine learning model has better efficiency than the conventional models on the OSN 

datasets. 

 

5. Conclusion 

Dynamic community clustering plays a vital role in the online social networking datasets. 

Since, most of the traditional community clustering modes are static in nature and only 

applicable to non-link prediction approach. Also, traditional clustering measures use nearest 

neighbor measures instead of contextual similarity in order to predict the relationship among 

the different graph nodes. In order to optimize the contextual node clustering and link 

prediction, a hybrid dynamic scalable measure is proposed for the community clustering on 

complex networks. In this work, a hybrid link prediction approach is proposed on the 

complex social networking data for better decision making patterns. Experimental results 

prove that the proposed contextual probabilistic graph clustering and link prediction approach 

has better efficiency than then conventional models on complex social networking datasets. 
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