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Abstract 

Prevent the spread of virus utilizing computer-based analysis for the goal of fast 

and reliable identification of corona virus disease (COVID-19). Chest X-ray 

imaging has many advantages in image processing methods, such as low cost, 

portability, speed, and ease of use. The impact of many image enhancement 

techniques are investigated in this research. The impact of many image 

enhancement techniques are investigated in this research. The impact of many 

common picture enhancement techniques is investigated in this research. The 

Random Forest (RF) classifier produces the highest accuracy value, positive 

predictive value, true positive rate, Area under the receiver operating 

characteristic curve value, Area under the precision recall curve value which are 

84.03% accuracy level, 0.86 of positive predictive value, 0.84 of true positive 

rate value level, 0.96 of area under the receiver operating characteristic curve 

value, and 0.91 of area under the precision recall curve value This research work 

finds that the Random Forest learning model is most recommended model with 

JPEG Coefficient Filtering technique for CXR image classifications of COVID -

19 Image dataset. 

Keywords: JPEG coefficient filter, SMO classifier, IBK classifier, bayes net and 

tree classifier. 

 

1. Introduction 

The global healthcare systems have been overburdened by the Coronavirus Disease 2019 

(COVID19) pandemic, which has an exponential infection rate [1,2,3]. The Reverse 

Transcription Polymerase Chain Reaction (RTPCR) is used to diagnose COVID19, but it has 

limited accuracy, latency, and sensitivity [4, 5, 6]. Early analysis of an infection improves the 

likelihood of positive cure for infested patients and also minimizes the risk of an infectious 

disease like COVID19 spreading in the community. 

Radiography image such as chest X-rays (CXR) or computed tomography (CT) are 

common diagnostic tools for lung disorders such as pneumonia [8, 9], TB [10], and also used 

to detect COVID19 [1, 11]. One of the benefits of CXR is the ease with which it may be 

performed utilizing portable X-ray devices, allowing for sooner and more precise COVID 19 
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diagnosis [10, 11-14]. Artificial intelligence (AI) has discovered that CXRs are capable of 

identifying COVID19 and less hazardous to the human than CT scans. 

The following is how the rest of the article is structured: Segment 2 depicts related works, 

whereas Segment 3 depicts materials and procedures. The discussions and results are 

accessible in Segment 4; finally, in section 5, the conclusion is presented. 

 

2. Related Works 

COVID -19[1,2,3-13] is one of the most pressing concerns confronting the global health-care 

system. Many successful methods for diagnosing COVID-19 using chest radiography 

pictures, such as CT scans and X-rays, have been proposed. A vast number of studies have 

recently been conducted to identify COVID19 utilizing X ray images and AI models. A small 

dataset of COVID19 CXR images was developed by several researchers to train machine 

learning algorithms for automated COVID19 identification [14-23]. 

For COVID-19 positive detection, Motamed et al. [24] suggested a semi-unsupervised 

generative model (RANDGAN). The X-ray scans of the chest are shown here. Using 14,100 

CXR and an AUC of 0.77, a randomised generative adversarial network (RANDGAN) 

distinguishes pictures of unidentified classes (COVID19) from recognized and categorized 

programs (Viral Pneumonia and Normal) without the use of label and preparation data from 

the unidentified class of image (COVID19). 

In a dataset of 1427 X rays, Ioanis et al. [25] found 96.78 percent accurateness for 

COVID19 from Normal X rays and Bacterial Pneumonia. With a short library of 196 X ray 

images, Abbas et al. [26] claimed an accurateness of 95.12% for COVID19 organization from 

COVID19, Regular, and SARS CXRs using their CNN models.  Using the ChexPert dataset, 

Minaee et al. [27] and Irvin et al. [28] obtained a specificity and compassion of 90% and 97 

percent, correspondingly. These findings demonstrated the ability of CNN to differentiate 

COVID 19 from other lung disorders using CXR pictures.  

 

3. Materials and Methods 

This section emphases on the materials and methods of this research work. The dataset 

namely Covid 19 was acquired from the Kaggle repository. The following table represents 

that the meta data of collected dataset. 

 

Table 1. Overall Information of Dataset 

S. 

No 
Class 

Size of 

Image 

No of 

Images 

10% (randomly selected) from 

borrowed set                                 

1 
Viral Pneumonia 

Image 
256x256 

1345 / 

21170 
135/ 2117 

2 Lung Opacity Image 256x256 6012/ 21170 601/ 2117 

3 Normal Image 256x256 
10192/ 

21170 
1019/ 2117 

4 Covid19 Image 256x256 
3616 / 

21170 
362 / 2117 
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4. Methods 

The following approaches are applied in this research work. [24-27] 

1) Image Collection 

2) Image preprocessing 

3) An Implement JPEG Coefficient Filter technique 

4) Implement the selected learning. i.e., 

a. BayesNet,  

b. SMO, 

c. IBK, 

d. Bagging, 

e. JRip, 

f. Random Forest 

5) Get an efficient outcomes 

6) Find a best Model 

To produce best outcome, these strategies are implemented in leading open source data 

mining tool, i.e., Weka.3.9.5. This work considers only 10% of the total dataset and 

implements 10 fold cross validation for all selected learning techniques. 

 

 
Figure 1; Proposed System Architecture 
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Figure 2; Overview of Multiclass in Weka3.9.5 

 

 
Figure 3; Visualization of Attributes Derived from Dataset by Using JPEG Coefficient 

Filter 

 

5. IV Results and Discussions 

This section presents that the results and interpretations of this research work. By using 

selected learning models namely, Bayes Net learning model, SMO learning model, Instance 

Based Classifier, Bagging learning model, Jrip learning model in JPEG Coefficient filter are 

used to get an efficient outcome of this research work. This work discusses of Accuracy, 

Positive Predictive value, True Positive Rate, Area under the ROC, Area under the PRC, and 
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time duration for constructing the model of various learning techniques which as mentioned 

in figure 1, 2 and 3. 

 

Table 3. Performance of Various Classifiers on Covid-19 Dataset by JPEG Coefficient 

Filter 
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1 Bayes Net 77.18% 0.78 0.77 0.92 0.81 0.19 

2 
Sequential Minimal 

Optimization 
83.65% 0.84 0.84 0.91 0.77 1.09 

3 IBK 82.48% 0.82 0.83 0.87 0.74 0.00 

4 Bagging 82.57% 0.83 0.83 0.95 0.88 0.23 

5 Jrip 79.68% 0.79 0.80 0.88 0.77 4.31 

6 Random Forest 84.03% 0.86 0.84 0.96 0.91 1.44 

 

The above table shows that Bayes Net learning model of Bayes category produces 77.18% 

of accuracy value, 0.78 of positive predictive value level, 0.77 of true positive rate value, 

0.92 of AUC-ROC value, 0.81% of AUC-PR and it is consuming 0.19 seconds to make a 

model. 

The Sequential Minimal Optimization learning model of Function category produces 

83.65% of accurateness level, 0.84 of positive predictive value, 0.84 of true positive rate 

value, 0.91 of area under the ROC value, 0.77 of area under the PRC and it is consuming 1.09 

seconds to construct a model. 

The K Nearest Neighborhood learning model (IBK) of Lazy category produces 82.48% of 

accuracy value, 0.82 of positive predictive value, 0.83 of true positive rate value, 0.87 of  area 

under the ROC, 0.74 of area under the PRC and it is consuming zero seconds to create a 

model. 

The Bagging learning model of Meta category produces 82.57% of accuracy value, 0.83 of 

positive predictive value, 0.83 of true positive rate value, 0.95 of area under the ROC value, 

0.88 of area under the PRC value and it is consuming 0.23 seconds to generate a model. 

The Jrip learning model of Rules category produces 79.68% of accuracy value, 0.79 of 

positive predictive value, 0.80 of true positive value, 0.88 of area under the ROC value, 0.77 

of area under the PRC value and it is consuming 4.31 seconds to produce a model. 

The Random Forest learning model of Trees category produces 84.03% of accuracy level, 

0.86 of positive predictive value, 0.84 of true positive rate value, 0.96 of area under the ROC 

value, 0.91 of area under the PRC value and it is consuming 1.44 seconds to form a model. 
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Figure 4; Performance of Accuracy Level of Various Classifiers 

 

The above Figure 4 clearly demonstrates that the Bayes Net Classifier of Bayes 

classification has the lowest accuracy level of 77.18%, while Random Forest (RF) of Tree 

classification has the highest accuracy level of 84.03%. The SMO of function classification 

has an accuracy level of 83.65%, the Instance Based Classifier of the Lazy group has an 

accuracy level of 82.48%, the Bagging model from the meta group classifier has an accuracy 

level of 82.57%, and the Jrip from the rules classifier has an accuracy value of 79.68%. 

 

.  

Figure 5; Performance of Precision (Positive Predictive Value) of various Classifiers 

 

The above diagram Figure 5 shows that the Bayes Net learning model is yielding 0.78 

positive predictive value (PPV) level this is the least PPV and Random Forest learning model 

is yielding 0.86 of positive predictive value. This the highest value of PPV compare with 

other learning models. 
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The SMO learning model is cropping 0.84 of PPV level, the Bagging learning model is 

having 0.83 of PPV, the Instance Based Classifier learning model is holding 0.82 of PPV 

level and the Jrip of rules classification is consuming 0.79 of PPV. 

 

 
Figure 6; Performance of Recall (True Positive Rate) Value of various Classifiers 

 

The above figure 6 shows that the Bayes Net algorithm of Bayes Classification  produces 

lowest true positive rate value which is 0.77 and the highest true positive rate value is  84% 

of recall value which is shown by Sequential Minimal Optimization  learning model and 

Random Forest learning model. The Instance Based classification learning model and 

Bagging learning models are producing same true positive rate value which is 0.83, The Jrip 

learning model is making 80% of recall value. 

 

 
Figure 7; Performance of AUCROC (ROC) Value of Selected Classifiers 
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The above figure 7 shows that the Random Forest learning model is cropping 0.96 of 

AUCROC which is maximum AUCROC value level compare with other models and least 

AUC ROC is 0.87 which is made by Instance based classification learning model. 

The Sequential Minimal Optimization of purpose classification is having 0.91 of AUC- 

ROC value level, the Bagging learning model of collaborative classification is having 0.95 of 

AUC-ROC value level, The Bayes Net algorithm of Bayes classification is holding 0.92 of 

AUC-ROC value level and the Jrip learning model is gathering 0.88 of AUCROC value. 

 

 
Figure 8; Performance of AUCPRC (PRC) Value of various Classifiers 

 

The above graph 8 shows that the lowest area under the precision recall value is 0.74 

which is owned by IBK learning model of lazy category and the highest PRC area under 

curve  value is 0.91 of PRC area under curve  which is given by Random Forest classifier. 

The Bayes Net classifier is producing 0.81 of AUCPRC, The SMO of function category 

classification and Jrip of rules category classification are producing same PRC area under 

curve value which is 0.77 of PRCAUC value, and the Bagging algorithm of meta 

classification category is producing 0.88 of AUCPRC value. 
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Figure 9; Performance of time Consumption to Build Model of various Classifiers 

 

The above diagram figure 9 shows that the IBK classification algorithm of lazy category 

takes a zero seconds to build a model which is less time ingesting for building a model 

compare with other models and Jrip classifier takes more time ingesting to build a model 

which is 4.31 second. 

Random Forest classification of trees classification category takes 1.44 seconds to build a 

model, The SMO algorithm of function classification category  takes 1.09 seconds to build a 

model, The Bagging algorithm of meta classification category takes 0.23 seconds to build a 

model and the Bayes Net algorithm of Bayes classification category takes 0.19 seconds to 

build a model. 

 

6. Conclusion 

This study discovered that the Bayes Net Classifier has the lowest accuracy level of 77.18 

percent, while the Random Forest classifier has the highest accuracy level of 84.03%. The 

Bayes Net classifier produces the lowest positive predictive value level of 0.78, while the 

Random Forest of Trees category produces the highest positive predictive value of 0.86. The 

Bayes Net classifier has the lowest true positive rate value of 0.77, while the SMO learning 

and the Random Forest learning have the best true positive rate value of 0.84. The Random 

Forest classifier produces the highest ROC value of 0.96, while the IBK classifier produces 

the lowest ROC value of 0.87. The IBK classifier has the lowest PRC value of 0.74, while the 

Random Forest classifier has the greatest. The IBK classifier takes zero seconds to build a 

models, which is less time than other model, and the Jrip classifier takes 4.31 seconds to 

build a models, which is more time than other models. This research work evaluate various 

performances of various classifiers and recommends that the Random Forest classifier 

produces an optimal solutions compare with other models. 
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