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ABSTRACT: 

Depression is a medical condition that exists on continuum of severity ranging 

from mild, momentary states of low mood to severe, long term symptoms that 

have a major impact on an individual’s life. It is one of the primary causes of 

disability worldwide and contributes significantly to the global illness burden. The 

complexity for analyzing the major depressive disorder can be implemented using 

mental health dataset acquired from the World Health Organization. Ensemble 

machine learning aims to supervise on the strength and weakness of commonly 

used machine learning models, in order to minimize the risk in decision making. 

The experimental outcomes reveal that our ensemble technique used to analyze 

the depression brought out high acceptability in term of prediction and an 

accuracy of 95% was achieved. 

 

Keywords: Depression, Mental health, Data analysis, Ensemble model, 
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I. INTRODUCTION 

A .General System 

Mental health is the most vital component of human life. Depression is a disorder that affects 

our mental health and which has been great thought to the society around us [1]. Depression 

is a situation that is mostly resulted from environmental factors and culpability. It’s feeling 

where an individual feels totally disconnected from own self and completely difficult to 

connect with a deep emotional level with anyone. Certain risk factor that leads to depression 

is mostly to stress, illness, genetical depression and illness. Millions of people across the 

globe suffer from depression that accounts to 4.5 % of the total population. An extreme case 

of depression sometimes leads to suicide. Based on symptoms depression can be categorized 

into major depression disorder (MDD), bipolar disorder, postpartum depression and 

premenstrual dysporic disorder (PMDD). The main focus of this research is on detecting 

serious depressive disorder. Clinical depression is another name for major depressive illness 

which is a psychiatric disability where an individual is withdrawn from his daily activities 

and symptoms include the inability to eat, sleep, work and enjoy any daily activities that the 

individual used to regularly perform. The major motive of this study is to analyze how the 
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information is being processed by the brain for the individuals who are diagnosed with major 

depressive disorder. 

B. Ensemble model 

Ensemble machine learning model is a technology that is being used to combine multiple 

models and to obtain optimal performance [2]. The ensemble device modeling paradigm 

combines various more than one professional hypotheses to generate a single overall strategy 

to a problem. It reduces the opportunity of an unlucky emergence of a terrible choice from a 

mixed set of feasible solutions. It became initially added for class and clustering purposes and 

later prolonged to time collection and regression problems. 

 

 
Fig 1: Ensemble model 

 

Ensemble learning is a type of supervised learning method that implies to discrete problem 

solving where an individual task is being divided into different sub-tasks. An ensemble model 

generates single hypothesis after training and shows more flexibility while training. It’s 

technique where we use multiple classifiers and combine together to form a better model. 

C.  Problem Statement 

Suicide deaths due to depression are on the rise all around the world. Traditional methods 

applied to detect depression have detected only the symptoms in depression, but advance 

research aims to explore the relation between psychosocial factors such as the mental-state of 

an individual and quality of life style to detect major depressive disorder. We have noticed 

while implementing each algorithm individually it leads to either over-fitting, less accuracy 

and under-fitting. The presented ensemble machine-learning model that is robust in nature 

and performs better than all the baseline algorithms in terms of all experiments and measures. 

 

II. RELATED WORK 

In novel times different works were being carried out in terms of machine learning techniques 

with different kinds of data to analyze depression. This section compares the different 

literature reviews and discusses the related work. 

In [3], this study the authors have tried to analyze the depressive and anxiety symptoms 

between different age groups and performed clustering of symptom nodes. To see if 

symptoms grew more related with development, parametric permutation tests were employed, 

and network centrality was assessed to see if there were any developmental changes in the 

overall importance of the specific symptoms. It was indicated that highly interconnected 

networks where formed by the symptoms which provided a strong relation between 

symptoms of despair and anxiety. 

In [4], this study the author attempted to do an fmri meta-analysis to see if there was any 

congruence between brain areas related with observing dynamic facial expressions. The 
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findings show that processing complex, dynamically changing features of faces requires more 

brain resources when there are several faces. 

In [5], the author proposed an emotion categorization between healthy inviduals and 

depressed patients to predict depression. The study reveals that depressed invdiduals 

portrayed a different pattern of brain activation when compared to the healthy inviduals. 

In [6], the author aims predict depression in individuals by calculating out how far it is to the 

nearest depression treatment centre. The data was collected using population based survey 

and the distance was calculated using network analysis using Geographic Information 

Systems. 

In [7], the author presented a depression monitoring system based on artificial intelligence. 

Visual and vocal expressions are used to predict the Beck depression inventory II (BDI-II) 

scores. The feature dynamic history histogram (FDHH) is used to capture the time movement 

on feature space after the first facial extraction. Finally, a fusion is performed using 

regression approach to predict BDI-II scales using the obtained audio characteristics and 

FDHH. 

In [8],this approach we used patient-reported data from depressed patients (n=4041, with 

1949 completers) from level 1 of the Sequenced Treatment Alternatives to Relieve 

Depression to identify variables that are most predictive of treatment outcome, and then used 

these variables to train a machine-learning model to predict clinical remission. The collecting 

and distribution of large-scale, clinical-grade datasets is critical to the success of this method.  

In [9], this approach depicts key applications of supervised and unsupervised machine 

learning in musculoskeletal medicine; such as diagnostic imaging, patient measurement data, 

and clinical decision support. Support Vector Machine is a supervised machine learning 

algorithm that can be used for regression as well as classification. It is, however, mostly 

employed to solve categorization difficulties. Unsupervised Learning is a machine learning 

technique in which users work with data that has not been labeled. The current literature base 

is being used to find areas where machine learning can perform as well as or better than 

humans. 

In [10], this study we introduce a novel emotion-modulated learning rule to train a recurrent 

neural network that allows a robotic arm and a complex musculoskeletal arm to perform goal-

directed tasks in this study, which is based on basic emotion modulation theory and the neural 

mechanisms of generating complex motor patterns. The approach performed poorly with 

bigger datasets, and due to the exploratory nature of the study, no correction for multiple 

comparisons was made. 

In [11], this paper portrays a supervised Multinomial Naïve Bayes Classifier which is a form 

of supervised learning that classifies the market lists of anonymous places. 

In [12], this paper presents how the levels of depression have been captured and features are 

extracted using Gabor filters and prediction is done using SVM classifier. 

In [13], this work different speech samples are collected from different individuals where we 

collect data and depression is analyzed. 

In [14], this paper, we analyze the handwritten we use ensemble machine learning model 

where the complexity of the model is being reduced. 
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In [15], this paper we study the patients with epilepsy and the severity of depression was 

being measured. 

 

III. METHODOLOGY 

I. Dataset 

The dataset used for this entire work is Mental Health dataset where individuals with 

depression can be predicted over various sections which include prevalence-by-mental-and-

substance abuse, depression-by-level-of-education, prevalence-of-depression-by-age, 

prevalence-of-depression-male, suicide rates versus prevalence. In this entry the latest 

estimates are being presented which are acquired from the Institute for Health Metrics and 

Evaluation. Mental health disorder can take up many forms and are mostly under-reported. 

The dataset is divided into eight parts which includes the following : Anxiety disorders, 

Bipolar disorders, Schizophrenia, Any mental or substance use disorder, Alcohol use 

disorder, Drug use disorder and Depression. In our experiment we take the Depression part of 

the dataset is being taken where we split it into our training set and test set. The Institute for 

Health Metrics and Evaluation has classified it into three major categories such as persistent 

depression (dysthymia) and major depressive disorder (severe).Out of the three major 

categories we will performing the analysis of major depressive disorder in our experimental 

study. 

II. Preprocessing 

At the start of this experiment, we proceed by reducing the size of the data and removing the 

duplicate values. Datasets might have missing values which may cause hindrance while 

applying the machine learning algorithms. In such scenarios it is considered as an ideal 

practice to perform missing data imputation where missing values are replaced in each 

column of the input data prior to performing the prediction task. Although a wide range of 

models are available to perform the imputation, the most effective is k Nearest Neighbor 

algorithm commonly known as nearest neighbor imputation. 

 

KNN Imputation 

The goal behind kNN approaches is to find 'k' samples in a dataset that are comparable or 

close in space. The 'k' samples are then used to estimate the value of the missing data points. 

The missing values in each sample are imputed using the mean value of the 'k'-neighbors 

discovered in the dataset. We use the KNN imputer class that supports KNN imputation. 

KNN Imputer is a data transform that is configured initially based on the approach used to 

estimate missing values. The default distance measure is a Nan-aware Euclidean distance 

measure that will not include Nan values when computing the distance between members of 

the training dataset. This is controlled by the metric argument. The Euclidian distance is 

calculated using the formula. 
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III. Feature Extraction 

We use random-forest feature selection for feature selection. One of the most well-known 

machine learning techniques is random forests. They're useful since they have strong 

predictive performance, little over fitting, and are simple to comprehend. The fact that it's 

simple to calculate the relevance of each variable on the tree decision lends to its 

interpretability. As a result, calculating the contribution of each variable to the decision 

becomes easier. Backward Elimination: In backward elimination, we start with all of the 

features and remove the least significant one at a time, improving the model's performance. 

Repetition is done until no improvement is shown when features are removed. 

Ensemble Model 

Ensemble methods are a machine learning technique that combines several base models in 

order to produce one optimal predictive model with a higher prediction power. We use 

various algorithms in our ensemble machine learning model and compare the results of the 

algorithms when applied individually to ensemble model. The key to an optimal ensemble 

model is the diversity of the models used. In our study we combine the following algorithms 

for our prediction. 

• Multi-layer Perceptron:  

A multi-layer perceptron with a non-linear mapping between inputs and outputs was 

developed to overcome the limitations of a single perceptron, which cannot be applied to 

non-linear data. Non-linear activation functions are used by the neurons in MLP to simulate 

the activity of neurons in the human brain. Input and output layers, as well as one or more 

hidden layers with many neurons placed on top of each other, make up a Multilayer 

Perceptron. While neurons in a Perceptron must have a threshold-enforcing activation 

function, such as ReLU or sigmoid, neurons in a Multilayer Perceptron can have any 

activation function they want. 

• Support Vector Machine:SVM (Support Vector Machine) is a supervised machine 

learning technique for solving classification and regression issues. However, it is commonly 

used in categorization difficulties. The value of each feature represents the value of a certain 

coordinate in the SVM method, and each data item is displayed as a point in n-dimensional 

space (where n is the number of features you have). Then, by selecting the hyper plane that 

best distinguishes the two classes, we may classify them. 

• Random Forest: A classifier based on random forest. A random forest is a Meta 

estimator that employs averaging to increase predicted accuracy and control over-fitting by 

fitting a number of decision tree classifiers on different sub-samples of the dataset. 

 

IV. EXPERIMENTAL RESULTS 

For the analysis of depression, we have used the ensemble learning model which is a 

combination of the three algorithms ie.Multi-layer perceptron, Support Vector Machine 

Classifier and Random forest. Then we apply this model to our training data which is being 

preprocessed using the K Nearest Neighbor Imputation, where all the missing values are 

being handled and the test data is being fed to the trained classifier to analyze depression. 

Table I shows the comparison between the performances of the algorithms when applied 

invidually to the dataset. The results indicate that the Support Vector machine classifier 
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showed very low performance when compared to other algorithms. It had a very accuracy 

which implied no difference to depression data before and after the training. The comparison 

table depicts that our ensemble machine learning model showed up a higher accuracy when 

compared to other models. 

 

Classifier Accuracy (%) 

Multi-layer 

perceptron 

80 

SVM Classifier 27.98 

Random-forest 81.29 

Ensemble 91 

Fig I AND II depicts the dataset before and after training. Here we depicts to visualization 

before training our model and after training the model. The factors that are being depicted are 

accuracy-score and training loss. From the above results it’s clearly evident that our model 

performs well on the training data and there are no signs of under-fitting or over-fitting 

shown by the model. 

 

 
Fig I:Dataset before training 

 

 
Fig II:Dataset after training 

 

V. CONCLUSION 

In this paper we proposed the ensemble machine learning technique which is a novel based 

approached to analyze depression. Depression is the most predominant condition that is 

prevalent in our society and it is considered as a crucial need to identify it and be diagnosed. 

The performances of the classifiers applied invidually are measured in terms of accuracy, f-

score and training loss. The performance of our ensemble machine learning model is 

compared with other standard machine learning algorithms. From the experimental results it 

is proven that our ensemble machine learning model provides a high accuracy of 91%.The 
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key aspects of the proposed model are the accuracy, model building time and false positives. 

The time taken to build the model and false-positive are comparatively low when compared 

to multi-layer perceptron, SVM classifier and random-forest algorithms when applied 

individually. To summit it all up, the ensemble machine learning model applied to analyze 

depression is a novel based approach as it provided a higher accuracy and less model building 

time. 
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