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Abstract  

Nowadays, due to popularization of the internet, the demands for a robust 

and scalable application system are increasing rapidly. Underlying backend 

of the application system are required to be scalable to allow thousands of 

users to be served concurrently. With the rise of microservice architecture, 

load balancing strategy can be used efficiently to distribute load evenly 

between service instances for service that runs on high load. Moreover, 

cache technology is also used heavily to reduce the load impact on databases. 

This paper investigates the use and performance result of cache layer as 

opposed to database only for storing data in a microservice setting where we 

propose on running multiple instances of our services for load balancing 

purposes in production. The result we obtained for a normal architecture that 

runs a single service instance in-process memory cache would be the most 

beneficial, while for microservice architecture with service that runs on 

multiple instances, Redis would give the best performance and data integrity.  

  

Keywords: Backend application system; microservice; load balance; cache.  

Introduction:  

Research background 

In the past decade, the software architecture paradigms have started to shift from a monolithic 

architecture that contains tightly coupled logic with a more modular, loose-coupled 

microservice architecture. Microservice architecture has been found by many to have 
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tremendous positive impacts on software architecture development and deployment. In 

development, it gives the developers agility and independent development capability as each 

service only concerns a small logic of the whole system [1-3].  As for the system that is created 

with microservice architecture, it results in a more efficient, flexible, robust, modular and 

scalable system [4-11].   

In microservice architecture, the services are small in size where they consist of small loosely-

coupled business logic that are bounded by small and similar domains. This has a huge positive 

impact as it allows for independence between services. In the development and maintenance 

phase of the software system,  it promotes agility and flexibility for developers as it would be 

easier to debug for issues and also to add newer features to the service as the domain logic is 

small and easier to reason about [5]. When deploying the service, since it is independent from 

other services, unlike in monolith architecture, the services can be deployed independently and 

the configuration can be very flexible, where services that are most frequently used in the 

system can be tweak to increase the number of instance for load balance purpose or we can 

increase its resource of cpu cycle and memory. This promotes a highly scalable system and 

increases high availability and fault tolerance of the system [5, 12-15].  

Since the services have their own bounded domain logic, each service would have their own 

state [16]. In other words, they would have their own database and cache store separate from 

other systems. Microservice architecture supports heterogeneity of language and technology to 

be used when developing for each service, this includes the programming language used to 

develop the system and the data store technology [7, 16, 17].   

Cache allows for storing and retrieval of data at a faster speed compared to normal database 

store technology. Many applications nowadays require the system to serve requests with low 

latency. Having cache to store and serve the data plays an important role in this situation as 

end users typically consume more data that they generate [18, 19]. Redis (Remote Dictionary 

Server) is an in-memory key-value NoSQL datastore and one of the most popular technologies 

that is used as cache for applications nowadays [18, 20-24]. Redis can also be used as database, 

queue and message broker apart from the standard use as cache [25-27].   

 The general flow for a web server that has both cache and disk-system data stores to retrieve 

data is by first looking in the cache, if the data is not present, then it will initiate a second step, 

to look in the main data store. The reason being, normally cache system gives a faster retrieval 

and in most cases lives in-memory instead of in a disk-based database. Hence, this gives a 

significant latency boost and would easily allow the web server to serve at scale [18].  Even 

though cache is good, in some cases, bad implementation of cache could cause problems such 

as cache stampede that could severely limits the performance of the web server and database 

[28]; and incorrect data output which is usually caused by miss update when any mutation 

(update or delete) happens to the data in the system or failure on handling concurrent requests 

correctly. 
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This paper investigates the use and performance result of cache layer as opposed to database 

only for storing data in a microservice setting where we propose on running multiple instances 

of our services for load balancing purposes in production. 

Related works 

We have found some relevant studies that are related to our work in using cache. In [29], the 

author proposed a novel Redis-based Web server cluster session maintaining technology. It is 

to ensure the web cluster can scale more easily and provide a highly available service to the 

end user. The author compares between multiple session maintaining methods such as cookie-

based, session replication, session sticky and cache server. The experiment done by the author 

shows the cache server using Redis strikes the best balance of performance and stability for the 

system compared to other session maintaining methods.   

The study in [20] compares Redis as a database store with MariaDB relational database. The 

author designed a few sets of experiments with large amounts of data and compared the 

efficiency of operations like insert, update, delete and select from various aspects on the same 

dataset. The study shows that Redis gives a better run time performance compared to MariaDB. 

However, Redis has disadvantages with regular querying and updating that apply to an 

extensive dataset.  MariaDB is also good when involving a smaller amount of data. The author 

suggested that Redis is to be used in the form of a temporary database to enhance performance 

of the database system. 

 In [25], the author reviewed Redis and its various module extension such as RedisSearch, 

RedisGear, RedisJSON, RedisAI, RedisGraph, RedisTimeSeries and few more which makes 

Redis to be capable not only as a cache and database but also supporting to build power 

applications with functionalities like search, real-time monitoring, analytics, gaming and many 

more. 

Methodology: 

For our application system, we want to ensure the system would be reliable, scalable and highly 

available. From Section I-B, based on our study from the literature on microservices 

architecture, we propose migrating the monolithic application system of our application to 

microservice architecture as it provides the benefits that align with our goal for the application. 

Furthermore, to ensure a better scalability and high availability of the system, we propose 

running multiple instances of each service in our production environment. This is to ensure we 

can load balance the HTTP request that each of our services will be receiving from the API 

gateway. Fig. 1 shows the example of our proposed architecture between API gateway service 

and the role and permission service. The API gateway service acts as an intermediary service 

that routes the HTTP request from external to specific service that is being requested. In Fig. 

1, we only use one service to display as example, which is the role and permission service, but 

in the whole system context, there could be hundreds or thousands of services that serves logic 

based on their specific domain and API gateway is going to be the main interface with the all 
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requests and redirect them to the domain specific service. 

 

 

Fig. 1  Requests flow to and from API gateway service to role and permission service 

Each of the services that we run on the system can be independently deployed and configured. 

We can tweak the number of resources such as the CPU cycle, memory allocation, storage 

space and number of instances to run based on how often the service is being hit by the end 

user. Microservice architecture is flexible and does not impose any hard requirements on the 

database as we can also replicate the database to provide load balance and backup capabilities 

between the master and its replica. It would help to reduce the load of only a single database 

being hit. However, it does not affect the latency when the database executes the query as it 

would have to retrieve the data from its disk store. 

We propose on using cache data store as it would help tremendously in reducing the load of 

the Postgres database being hit from the application, improve application performance by 

having significantly better latency and increase the read throughput by having to access the data 

only in-memory instead of in the disk. 

In this experiment we will be experimenting on the performance difference in latency when we 

retrieve the data from Postgres database, Redis cache and in-process cache when having a 

single instance service and three instances service. We perform the experiment using two 

different scenarios (single and three instances service) to check the difference of performance 

between normal method and load balanced method and the effect of using different cache 

mechanisms. 

 

Fig. 2  HTTP request flow for single service instance calls to Postgres database directly 
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Fig. 2 shows the first situation where the service instance makes a direct query to the Postgres 

database. 

 

Fig. 3  HTTP request flow for single service instance calls to Redis cache, then Postgres to 

retrieve data 

Fig. 3 shows the second situation where the service instance makes a call to Redis cache to 

retrieve the data, if the data is absent in Redis, then it will make the second call to Postgres 

database. 

 

Fig. 4  HTTP request flow for single service instances call to its in- process cache, then 

Postgres to retrieve data 

Fig. 4 shows the third situation where the service instance will first try to find the data from its 

own in-process memory, and if it’s absent, it will then make a query to Postgres database to 

retrieve the data. Fig. 2 to 4 shows the experiment for the first scenario where we handle the 

requests with only a single instance of the service. 

 

http://philstat.org.ph/


Vol. 71 No. 3s2 (2022) 
http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 

2326-9865 

920 

 

 

 

 

 

Fig. 5  HTTP request flow for three service instance directly call to Postgres database 

Fig. 5 shows the fourth situation where there will be 3 service instances to handle the HTTP 

requests and all three of them directly calls to Postgres database without having any cache in 

between. 

 

Fig. 6  HTTP request flow for three service instance calls to Redis cache, then Postgres to 

retrieve data 

Fig. 6 shows the fifth situation where there will be 3 service instances to handle the HTTP 

requests and all three of them will first call the Redis cache to retrieve the data, if the data is 

absent, they will then call to Postgres database. 

The sixth situation will be similar as shown in Fig. 5, but instead of calling directly to Postgres, 

the service instances will first find the data in their own in- process memory, if the data is 

absent, it will call the Postgres database. 

From Fig. 2 to Fig. 6, the call made to Postgres and Redis requires the application service 

instance to call to different port on the local machine (default to port 5432 and 6379 

respectively), while the in-process key-value cache would be from the same application and 

same process memory itself. 
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Fig. 7  Roles and Permission table 

Fig. 7 shows the roles and permissions table with its intermediary many-to-many table. We are 

using a role based access control (RBAC) authorization model for our system. In RBAC, users 

have access to an object/page/module based on their respective assigned role in the system [30]. 

Roles are commonly assigned based on job function and permissions are defined based on job 

authority and responsibility of the job. The database tables from Fig. 7 is from the example we 

previously used in Fig. 1, where the service instance state (data) is being stored on. The reason 

that role/permission service are chosen for this paper is due to this service being one of the 

most used in the system. Multiple endpoints in the system require authorization checks on 

whether a specific user has the necessary role and permission needed to access the endpoint. 

The load testing is going to be performed with Arm64v8 CPU architecture. The limitation of 

the platform applies to this project. We also limit the go runtime to use a single CPU (with 

GOMAXPROCS = 1) and 256MB of memory (ulimit), however neither limiting the CPU and 

RAM gives any effect in our experiment as none of the tests would even hit the limit of 

bottleneck. However, the situation will be different in production servers when we deploy the 

services where we have a more limited amount of CPU cycles and RAM configuration for our 

machine. In this test, we are using the default setting of Postgres database and Redis cache as 

will be in production without tuning any configuration, if needed Postgres and Redis are very 

flexible and can be tweaked easily in postgresql.conf file and command-line tools respectively. 

Only one API endpoint will be tested for this experiment, which is the “/roles” endpoint that 

will give all the roles in the database table, including its permissions relation. We will test the 

endpoint using a HTTP load tester, vegeta, which is written in Go for 10 requests per second 

and get the latency reading for each experiment step shown in Fig. 2, 3 and 4. The reason we 

make 10 requests per second was to inspect the latency of calling the database and subsequent 

calls to cache (where applicable). 

Results and Discussion: 

The result of the experiment are as follows: 
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Fig. 8a  Latency when a single instance directly calls Postgres database 

 

Fig. 9b  Latency when a single instance calls to Redis cache before Postgres 

 

Fig. 10c  Latency when a single instance calls to its own in-process memory cache before 

Postgres 
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Fig. 8a, 8b and 8c show the result of the experiment for the first scenario where there is only a 

single service instance to handle the load and HTTP requests. As we can see, the latency result 

from Fig. 8c shows the best stability and lowest reading. This is as expected due to the data 

being retrieved directly in its own process memory instead of having to call to an external 

application in a different host port. In Fig. 8a, the calls to Postgres directly also gives a better 

subsequent performance after the first call, this is expected due to optimization done by 

Postgres internally by default, as we discussed in Section II, we did not tweak any configuration 

of the shared buffer or operating system cache as we want to have a similar configuration as in 

production environment. 

The second and subsequent calls for Fig. 8a shows the latency to be below 5ms with 4.88ms 

the highest and 2.69ms the lowest. While for Fig. 8b, the second and subsequent calls give 

latency below 4ms with 3.84ms the highest and 1.44ms the lowest. The best latency result is 

shown in Fig. 8c as expected, where second and subsequent calls give a constant and stable 

latency below 2ms, with 1.64ms being the highest and 0.83ms the lowest.V. 

 

Fig. 9a  Latency when three service instances directly calls Postgres database 

 

Fig. 9b  Latency when three service instances calls to Redis cache before Postgres 
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Fig. 9c  Latency when three service instances calls to its own in-process memory cache 

before Postgres 

Fig. 9a, 9b and 9c shows the result of the experiment for the second scenario where there are 

three service instances to handle the load and HTTP requests. As seen from the result, Fig. 9b 

gives the best and stable latency for second and subsequent requests. This is expected as each 

service instance calls to the same Redis cache for subsequent calls, compared to internal cache 

where each would have to call its own in-process memory cache first before being able to show 

improvement. 

As shown in Fig. 9a, the second and subsequent calls give a latency of below 7ms with 6.57ms 

being the highest and 2.6ms being the lowest. In Fig. 9b, we see Redis shows its advantage 

with multi instance set up, where it gives a stable and constant latency of below 3ms, with 

2.41ms being the highest and 1.75ms being the lowest. From Fig. 9c, we see a slightly worse 

performance for internal in-process memory cache for multi instance set up compared to single 

instance as shown in Fig. 8c. It gives below 4ms for its second and subsequent calls with 3.71ms 

being the highest and 1.23ms for the lowest latency call. 

Postgres database default optimization helps tremendously with reducing the latency as shown 

in the result in Fig. 9a and 9c. For Fig. 9c, since the load is being distributed to three instances, 

the subsequent instances might not have the data in their own in-process cache and requires 

them to make its own call to Postgres database. As for Fig. 9a, even though other new instances 

are making the direct call to Postgres itself, Postgres optimized by not having to access disk for 

the data if the calls refer to the same data by using its shared buffer cache and operating system 

cache. The result for the experiment run in this section can be further summarized in Table 1 

and Table 2. 

Table 1: Latency for each request with different caching method with single instance service 
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Table 2: Latency for each request with different caching method with 3 instances service 

 

From the results shown in this section, we can see that for three service instance setup as we 

proposed in Section II, Redis cache would give the best performance and stability compared to 

other methods. For single service instance, internal in-process memory cache gives the best 

performance but in multi service instance setup it gives a slightly lower performance. 

Furthermore, data invalidation would need to be handled in each service instance and this would 

be tedious to handle when we increase the number of instances and it is prone to error as 

improper handling of data invalidation can cause wrong data to be retrieved by the end user. 

Conclusion: 

In this paper, we have presented the experiment to find the best cache method to be used in our 

proposed microservice architecture. Based on the result, we can conclude that Redis is the best 

cache method to be used, not only due to performance, but also due to the ease of logic to 

invalidate any existing cache after any mutation changes happens to the underlying data. 
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