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Abstract: Distributed Denial of Service attack is a ubiquitous menace 

to computer networks. In this attack, several nodes attack the server by 

sending huge amount of traffic. Server in unable to identify the 

difference in requests from malicious users and benign users and hence 

processes all the requests. As a result of processing attack traffic, the 

whole network will come to halt after sometime. In this paper, an M-

LSTM model has been proposed for early detection of DDoS attacks. 

We demonstrate the feasibility of this model by comparing results of 

binary, multiclass (grouped and ungrouped) classification long-short 

term model on CICDDoS2019 dataset. Experimental results show that 

Layer-2 LSTM Multiclass grouped classification yield maximum values 

of Precision, Recall and F-1 Score as 98.75%, 97.5% and 98% 

respectively. 

 

 

1. Introduction 

With the growth of internet, network attacks are also evolving at a great pace. DDoS attack is 

the most common network attack. These attacks also modifies, damages data so they are also 

called as active attacks. With the passage of time, attacker have come across new tools for 

performing these kinds of attacks. Nowadays, it has become easier for an attacker to 

compromise victim machine. Usually, DDoS attacks occur on IoT networks. This is due to lack 

of security mechanisms in IoT devices. IoT devices have limited resources and memory. 

Several methods for resolution against DDoS attacks in IoT devices have been analyzed by 

researchers. 

1. Firewalls and Traffic Filtering-: These are two network security techniques who follow a set 

of rules to protect network from attacks. These rules detect and block DDoS attacks by 

monitoring network traffic carefully. Different strategies have been proposed by researcher for 

prevention of these attacks (reactive, proactive) and for getting sufficient knowledge about 

network traffic (individual, cooperative). Different combinations (reactive + individual, 

reactive + cooperative, proactive + individual, proactive + cooperative) of these two techniques 

are selected to install filters on routers, which will block the anonymous traffic from entering 

the network. These filtering mechanisms can be used in SDN environment, cloud computing 

etc. 
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2. Traceback Mechanism-: A proper traceback procedure has to be initiated as soon as DDoS 

attack has been detected via a detection algorithm. It basically helps in identifying real origin 

of attacker. These traceback procedures may require special hardware or software support from 

ISP, while others may depend on IP addresses of routers. Researchers have proposed various 

traceback schemes viz. Entropy variations, Pushback, Hop by Hop Tracing, Packet Marking, 

Packet Logging, and ICMP messaging.  

3. IDS and IPS-: Various IDS and IPS are available these days for providing security to IoT 

devices. IDS and IPS are considered to be most important systems for detecting and preventing 

against DDoS attacks. They operate upon a certain set of predefined rules and policies for 

identifying normal traffic and malicious traffic. They basically monitor network traffic 

continuously by using a set of network analyzers. IDS may operate at a host level (Host-based 

IDS), Network level (Network-based IDS) depending upon whether DDoS detection is done in 

online mode or offline mode. Further IDS can work both for machine learning and deep 

learning algorithms.  

4. Using Entropy Variation-: Entropy is a measure of the uncertainty in flow of packets over a 

network. A less value of rate of entropy indicates complete benign traffic. Hence a larger value 

of rate of entropy means malicious traffic. Anomaly detection using entropy require a 

continuous monitoring of flow of data across network. This technique is considered to be very 

effective technique for detecting traffic patterns and hence normalized entropy can be measured 

effectively. A threshold value of entropy is set initially for measuring random variables. Hence, 

the value of calculated normalized entropy can be checked against threshold entropy value- if 

it is greater than threshold then we can conclude that flow of data has been received from 

intended user.  

5. Use Software Defined Networking-: Software Defined Networking paradigm for IoT 

networks have been acquired for mitigating DDoS attacks in the year 2016. Since then 

researchers are adopting this paradigm for addressing DDoS attacks on IoT network. The main 

objective of adopting this paradigm is to separate data plane and control plane. Network 

management becomes easier as network elements (controllers, IoT Gateways) can operate in 

different environments (collaborative and non-collaborative).  

These issues motivate the consideration of the entire CICDDoS2019 (70% data for training and 

30% data for testing) dataset for experimentation purposes. 

We propose an M-LSTM model for early detection of DDoS attacks. The contributions of M-

LSTM model on binary, multiclass grouped and multiclass ungrouped data have been 

investigated.  A Multilayered G-LSTM model handle multiclass DDoS attacks. These 

multiclass attacks are further classified into grouped and ungrouped data. Finally, multiclass 

grouped layer-2 LSTM model yields promising Precision, Recall, F-1 score as 98.75%, 97.5% 

and 98% respectively.  The key contribution of this paper includes detection of DDoS attacks 

with efficient performance parameters. 

The structure of this paper is as follows: Section 2 presents related work. This section describes 

the methodologies used by researchers on the CICDDoS2019 dataset. Section 3 describes the 

materials and methods to be followed in this paper. Results and discussions have been 

discussed in Section 4. Finally, section 5 highlights the conclusion and future work. 

 

http://philstat.org.ph/


Vol. 71 No. 3s2 (2022) 

http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

ISSN: 2094-0343 

2326-9865 

1377 

2. Literature Survey 

This section explicitly describes the technicalities proposed by esteemed researchers for 

detecting Distributed Denial of Service attacks on IoT devices. Performance parameters of 

several machine learning algorithms have been presented along with scope of the work on 

CICDDoS2019 dataset in table 1. 

Table 1 Methodologies Proposed on CICDDoS2019 Dataset 

S.No

. 
Author 

 

Machine 

Learning 

Algorithms 

Performance Parameters Scope of Work 

1. 
Alghoson et 

al. [9] 

 

RF, LGB, 

CatBoost, 

CNN (Binary 

Classification

) 

Random Forest model offer best 

detection accuracy as 99.9974% 

for 20 features.  Two feature 

selection methods - correlation 

matrix using Pearson Correlation 

(filter method), The Decision Tree 

model (embedded method) have 

been adopted. 

 

Multiclass 

Classification 

must be 

employed. 

 

2. 

Kushwah et 

al. [10] 

ELM Model 

with 

Blackhole 

Optimization 

Algorithm 

Accuracy = 99.80  
Multiclass 

Classification 

must be 

employed. 

3. 
Chartuni et 

al. [11] 

Neural 

Networks 

Precision = 94.21% 

Recall = 94.03% 

F-1 Score = 94.12% 

More Deep 

Learning 

algorithms can 

be explored. 

4. 
Can et al. 

[12] 

Automatic 

Feature 

selection and 

MLP 

Precision = 91.16% 

Recall = 79.41% 

F-1 Score = 79.39% 

Advanced 

Feature 

Selection 

Algorithms 

must be used. 

5. 
Gaur et al. 

[13] 

Random 

Forest, 

Decision 

Tree, 

XGBoost, 

SNN, DNN 

(Binary 

Classification

) 

98.34% accuracy for ANOVA 

with XGBoost. We have applied 

three feature selection algorithms. 

 Further 

accuracy can be 

improved with 

more feature 

selection 

algorithms. 
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6. 
Odumuyiw

a et al. [14] 

Unsupervised 

Machine 

learning 

Algorithms 

(Binary 

Classification

) 

Autoencoder 
89.45

% 
86.17% 

This approach 

didn't use an 

entire dataset, 

the first result is 

for SYN_Flood, 

and the second 

is for 

UDP_Lag. 

Restricted 

Boltzman 

machine 

56.51

% 
50.89% 

K-means 

Clustering 

Algorithm 

75.38

% 
71.39% 

Expectation-

Maximizatio

n Clustering 

Algorithm 

70.96

% 
67.59% 

7. 
Abbas et al. 

[15] 

PCA is used 

for Pre-

processing. 

MIX dataset 

(PORTMAP, 

LDAP) is 

used by 

Random 

Forest. 

(Binary 

Classification

) 

Random Forest gives 99.976% 

accuracy. 

Data has been 

used in partial 

mode.  

8. 
Alamri et al. 

[16] 

LR, RF, 

XGBoost 

(Binary and 

Multiclass 

Classification

) 

Accuracy with Binary class 

LR= 80% 

RF=98.5% 

XGBoost=99.7% 

Accuracy with Multiclass 

LR= 35% 

RF=83% 

XGBoost=91.3% 

 

 

This approach 

results in less 

accuracy value 

for Multiclass. 

The maximum 

value achieved 

is 91.3% for 

XGBoost. 

9. 
Parfenov et 

al. [17] 

Gradient 

Boosting, 

AdaBoost, 

CatBoost. 

Extra Tree 

Feature 

Selection has 

also been 

applied. 

The precision with full features 

Gradient Boosting=97.1%, 

AdaBoost=61.4%, 

CatBoost=97.1% With Extra Tree 

Feature Selection 

Gradient Boosting=97%, 

AdaBoost=62.3%, 

CatBoost=96.7% 

These results are for 25 features. 

Gradient boost 

Achieves 

maximum 

precision value, 

but on the 

application of 

extra tree 

feature 

selection, this 
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(Binary and 

Multiclass 

Classification

) 

 precision 

deteriorates.   

10. 

 

  

 

 

Shurman et 

al. [18] 

LSTM Model 

(3 Variants) 

 
 Train 

Accuracy 

Test 

Accurac

y 

These results 

are with full 

features. 

Model 

I 
92.05% 91.54% 

Model 

II 
97.27% 96.74% 

Model 

III 
99.85% 99.19% 

11. 

 

Rahman et 

al. [19] 

Three 

machine 

Learning 

Algorithms: 

LR, DT, SVM 

(Binary  

Classification

) 

SVM achieves the highest 

accuracy as 97.1% 

A complete 

feature set has 

been used. 

12. 
Chesney et 

al. [20] 

Logistic 

Regression 

(Binary 

Classification

) 

Logistic regression gives an 

accuracy of 99.70% 

The complete 

dataset has not 

been chosen for 

implementation

. (Logistic 

Regression has 

been applied on 

LDAP file). 

13. 
Ferrag et al. 

[21] 

CNN (Binary 

and 

Multiclass 

Classification

) 

Binary Class- CNN = 99% 

Multi-Class- CNN = 90% 

This approach 

gives less 

accuracy for 

Multiclass. 

 

14. 

Sanchez et 

al. [22] 

RF is used 

(Binary 

Classification

) 

RF gives an accuracy of 99% 

This dataset is 

used for binary 

classification. 

Hyperparamete

r Tuning is done 

using 

GridSearch. 
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15. 
Elsayed et 

al. [23] 

RNN with 

Autoencoder 

(Binary 

Classification

) 

The proposed model DDoSNet 

turns out to be best with 99% 

accuracy 

This result is for 

binary 

classification. 

 

16.  
Assis et al.  

[24] 

 

Gated 

Recurrent 

Units (GRU) 

deep learning 

method, 

CNN, LSTM, 

DNN, SVM, 

LR, KNN, and 

GD (Binary 

Classification

) 

GRU achieves accuracy closer to 

100% 

GRU is not used 

as a multi-label 

classifier. 

17. 
Manikumar 

et al. [25] 

Extra Tree-

Based 

Classifier, 

Three 

Machine 

learning 

Algorithms 

(KNN, 

DT,RF) 

(Binary 

Classification

) 

KNN=87.34%, DT=93.83%, 

RF=95.19%. Random Forest 

gives maximum accuracy. 

We have 

achieved 1.55% 

more accuracy 

for RF with an 

Extra tree 

classifier. 

18. Li et al. [26] 

Introduced a 

new variable 

for calculating 

Temporal 

False 

Omission 

Rate (TFOR) 

Average Temporal False 

Omission Rate = 0.3447% and 

True positive rate is 100% and 

FPR is 3%. 

Results are 

obtained with 

full features. 

19. 
Jia et al. 

[27] 

LSTM, CNN 

Model 

LSTM Accuracy= 98.9% 

CNN Accuracy=99.9% 

A complete 

feature set has 

been used for 

these results. 

20. 
Sharafaldin 

et al. [28]  

Machine 

Learning 

Algorithms 

ID3 gives 78% Precision Value. 

 

Values have 

been obtained 
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(ID3, RF, NB, 

LR) 

(Binary 

Classification

) 

with full 

features. 

21. 
Vuongl et 

al. [29] 

Random 

Forest 

Regressor has 

been applied 

for selecting 

24 features 

(Binary 

Classification

) 

The proposed method gives 

99.3% precision with a grouping 

of labels.  

Recall, 

Precision and 

F1 Score have 

been calculated 

for individual 

attack types. 

We have 

calculated these 

values after 

combining all 

the attack types.  

 

3. Materials and Methods 

We analyzed a cloud-based environment called Google Colab (an online jupyter notebook 

environment) on CICDDoS2019 dataset. Although a few researchers have aimed at achieving 

good accuracy for binary classifiers, multiclass classification was not paid much attention. In 

this paper, we will focus on comparison of binary and multiclass classification. This is done by 

analyzing Precision, F-1 score and Recall as performance parameters. The main reason for not 

paying much attention to accuracy is that it measures near the target value and does not work 

well for multiclass target variable. Also with more than two classes we don’t know whether all 

classes are being predicted equally well. This paper focusses on precision, as results of repeated 

measurements are achieved successfully, so it provides useful assessment. Further, F1-Score is 

a good measure when there is an uneven class distribution and when number of correct hits is 

to be achieved, recall is preferred.  

It is not possible to directly calculate Precision, Recall and F-1 Score for multiclass 

classification problem, hence they have to be converted into micro or macro scoring methods. 

In this paper, we have calculated Marco averaging as this scoring method takes the arithmetic 

mean of all the pre calculated methods. Recall is chosen over the other methods as we are trying 

to reduce the number of false positives here to better optimize our model.  

Multi-layer LSTM model (figure 1) have been used for binary classification and multiclass 

classification of data[30, 32]. Further multiclass classification have been divided into two types 

viz. Grouped and Ungrouped as below-: 

Case I-: Binary Classification 

It refers to classification, where we can identify whether an attack has occurred or not. 

Case II-: Multiclass Grouped Classification 

 It also refers identifying one class among a range of classes but here grouping of classes have 

been made. Since the classes are imbalanced they have been grouped into four groups.  

Imbalanced class labels have been grouped into four labels as follows [29, 31]-: 
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Label 1: UDP, UDP-Lag, SYN (Reflection based attacks) 

Label 2: NetBIOS, LDAP (Exploitation based attacks) 

Label 3: BENIGN 

Label 4: MSSQL 

Case III-: Multiclass Ungrouped Classification 

It refers to classification, where we can identify one class among a range of classes. Here each 

class is treated independently [33]. 

 
Figure 1. M-LSTM: Multiclass LSTM Model for Detection of DDoS Attacks 

The algorithms used have been described below for each layer of LSTM. 

 

Algorithm 1: LSTM Layer 1 

 

Input: x_train.shape[2] , batch_size = 32/64 

Initialization: Define Sequential model : model = Sequential() 

1:model.add(LSTM(100/50,input_dim=(seq_array.shape[1],seq_array.shape[2]), 

return_sequences=False)) 

2:model.add(Dense(units=64/32,activation=[‘relu’,’tanh’,’Linear’])) 

3:model.add(Dense(units=32/16,activation=[‘relu’,’tanh’,’Linear’])) 

4:model.add(Dense(units=16/8,activation=[‘relu’,’tanh’,’Linear’])) 

5: model.add(Dense(units=[4,5], activation=‘softmax’)) 

6:model.compile(loss=‘sparse_categorical_crossentropy’, optimizer =‘adam’, 

metrics=[“accuracy”]) 

7: history= model.fit(seq_array, label_array) 

8: epochs=100, validation_data=(val_seq_array, val_label_array) 

9: Callbacks=[EarlyStopping(min_delta=0, patience=3,verbose=0,mode=’auto’), 

ReduceLRonPlateau(monitor=’loss’,min_lr=0.000001)] 

10: training_loss = history.history[‘loss’] 

11: test_loss = history.history[‘val_loss’] 

12: val = model.predict(val_seq_array) 

13: val_class = np.argmax(val,axis=1) 

14: cm = confusion_matrix(val_label_array, val_class) 

15: plt.show() 
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Algorithm 2: LSTM Layer 2 

 

Input: x_train.shape[2] , batch_size = 32/64 

Initialization: Define Sequential model : model = Sequential() 

1:model.add(LSTM(100/50,input_dim=(seq_array.shape[1],seq_array.shape[2]), 

return_sequences=True)) 

2: model.add(LSTM(100/50, return_sequences=False)) 

3:model.add(Dense(units=64/32,activation=[‘relu’,’tanh’,’Linear’])) 

4:model.add(Dense(units=32/16,activation=[‘relu’,’tanh’,’Linear’])) 

5:model.add(Dense(units=16/8,activation=[‘relu’,’tanh’,’Linear’])) 

6: model.add(Dense(units=[4,5], activation=‘softmax’)) 

7:model.compile(loss=‘sparse_categorical_crossentropy’, optimizer=‘adam’, 

metrics=[“accuracy”]) 

8: history= model.fit(seq_array, label_array) 

9: epochs=100, validation_data=(val_seq_array, val_label_array) 

10: Callbacks=[EarlyStopping(min_delta=0, patience=3,verbose=0,mode=’auto’), 

ReduceLRonPlateau(monitor=’loss’,min_lr=0.000001)] 

11: training_loss = history.history[‘loss’] 

12: test_loss = history.history[‘val_loss’] 

13: val = model.predict(val_seq_array) 

14: val_class = np.argmax(val,axis=1) 

15: cm = confusion_matrix(val_label_array, val_class) 

16: plt.show() 

 

 

Algorithm 3: LSTM Layer 3 

 

 

Input: x_train.shape[2] , batch_size = 32/64 

Initialization: Define Sequential model : model = Sequential() 

1:model.add(LSTM(100/50,input_dim=(seq_array.shape[1],seq_array.shape[2]), 

return_sequences=True)) 

2: model.add(LSTM(100/50, return_sequences=True)) 

3: model.add(LSTM(100/50, return_sequences=False)) 

3:model.add(Dense(units=64/32,activation=[‘relu’,’tanh’,’Linear’])) 

4:model.add(Dense(units=32/16,activation=[‘relu’,’tanh’,’Linear’])) 

5:model.add(Dense(units=16/8,activation=[‘relu’,’tanh’,’Linear’])) 

6: model.add(Dense(units=[4,5], activation=‘softmax’)) 

7:model.compile(loss=‘sparse_categorical_crossentropy’, optimizer=‘adam’, 

metrics=[“accuracy”]) 

8: history= model.fit(seq_array, label_array) 

9: epochs=100, validation_data=(val_seq_array, val_label_array) 

 

http://philstat.org.ph/


Vol. 71 No. 3s2 (2022) 

http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

ISSN: 2094-0343 

2326-9865 

1384 

 

4. Results and Discussions 

We have performed a series of iteration with Layer-1 LSTM, Layer-2 LSTM and finally with 

Layer-3 LSTM for Binary, Multiclass grouped and Multiclass ungrouped respectively. The 

input, output and analysis for each layer have been described below in table 2 with following 

parameters-:  

Activation Function = ReLU Rectified Linear Unit 

Learning rate= 0.0000001 

Epochs= 20 with a callback function. 

Adam Optimizer 

ReduceLROnPlateau 

Patience = 3 

Verbose = 0 

Mode = ‘auto’ 

Table 2 Performance Parameters of Binary and Multiclass Data using LSTM Model 

 Binary Classification 
Multiclass Grouped 

Classification 

Multiclass 

UnGrouped 

Classification 

Input 

 

Dense Units = 32,16,8 

LSTM units = 50  

Batch size = 128 

 

 

Dense Units = 32,16,8 

LSTM units = 50  

Batch size = 64 

 

 

Dense units = 32,16,8 

LSTM units = 50  

Batch size = 64 

 

Output 

 

Precision = 0.980 

Recall = 0.955 

F-1 Score = 0.970 

 

 

Precision = 0.9875 

Recall = 0.9750 

F-1 Score = 0.9800 

 

 

Precision = 0.9785 

Recall = 0.9442 

F-1 Score = 0.9585 

 

Analysis 

The maximum value 

is obtained with layer-

1 LSTM 

The maximum results 

have been obtained 

using layer-2 LSTM 

The maximum results 

of ungrouped 

classification are 

obtained with layer-1 

LSTM. 

 

10:Callbacks=[EarlyStopping(min_delta=0,patience=3,verbose=0,mode=’auto’), 

ReduceLRonPlateau(monitor=’loss’,min_lr=0.000001)] 

11: training_loss = history.history[‘loss’] 

12: test_loss = history.history[‘val_loss’] 

13: val = model.predict(val_seq_array) 

14: val_class = np.argmax(val,axis=1) 

15: cm = confusion_matrix(val_label_array, val_class) 

16: plt.show() 
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  Layer-2 LSTM Multiclass grouped classification yield maximum values of Precision, Recall 

and F-1 Score as 98.75%, 97.5% and 98% respectively.  

Thereafter, comparison between different activation functions for binary, multiclass grouped 

and multiclass ungrouped classification have been described respectively in tables 3-5.  

Table 3 Performance Parameters of binary classification with different Activation Functions 

Bina

ry/M

ultic

lass 

Activati

on 

Function 

LST

M 

Unit

s 

Dens

e 

Units 

Batc

h 

Size

(64/

128) 

Precision Recall F1 Score 

          0 1 Av

era

ge 

Pre

cisi

on 

0 1 Ave

rag

e 

Rec

all 

0 1 Ave

rag

e 

F1 

Sco

re 

Bina

ry 

Relu 50 32,16

,8 

128 0.9

7 

0.99 0.9

8 

0.9

1 

1 0.9

55 

0.9

4 

1 0.9

7 

Bina

ry 

Linear 50 32,16

,9 

128 0.9

7 

0.99 0.9

8 

0.8

9 

1 0.9

45 

0.9

3 

1 0.9

65 

Bina

ry 

Sigmoid 50 32,16

,10 

128 0.9

2 

0.99 0.9

55 

0.9 0.9

9 

0.9

45 

0.9

1 

0.

9

9 

0.9

5 

Bina

ry 

Tanh 50 32,16

,11 

128 0.9

6 

0.99 0.9

75 

0.8

8 

1 0.9

4 

0.9

2 

0.

9

9 

0.9

55 

Bina

ry 

LeakyR

elu 

50 32,16

,12 

128 0.9

2 

0.99 0.9

55 

0.9 0.9

9 

0.9

45 

0.9

1 

0.

9

9 

0.9

5 

 

Table 4 Performance Parameters of Grouped Multiclass classification with different 

Activation Functions 

Binar

y/Mu

lticlas

s 

Activ

ation 

Funct

ion 

L

S

T

M 

U

ni

ts 

De

ns

e 

Un

its 

Ba

tch 

Si

ze(

64

/   

12

8) 

Precision Recall F1 Score   

          0 1 2 3 

Av

era

ge 

0 1 2 3 

Av

era

ge 

0 1 2 3 

Av

era

ge 
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Pre

cisi

on 

Re

cal

l 

F1 

Sc

ore 

Multi

class 

Grou

ped 

Relu 50 

32,

16,

8 

64 

0

.

9

9 

0

.

9

9 

0

.

9

8 

0

.

9
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Table 5(a) Precision of UnGrouped Multiclass classification with different Activation 

Functions 

Mulicla

ss 

Ungrou

ped 

Activat

ion 

Functio

n 

LST

M 

Unit

s 

Dens

e 

Units 

Batch 

Size(64/

128) 

Precision 

          0 1 2 3 4 5 6 

Avg 

Preciso

n 

Mulicla

ss 

Ungrou

ped 

Relu 50 
32,16

,8 
64 

0.

98 

0.

99 

0.

98 

0.

94 

0.

99 

0.

98 
1 0.98 

Mulicla

ss 

Ungrou

ped 

Linear 50 
32,16

,8 
64 

0.

98 

0.

97 

0.

97 

0.

92 

0.

99 

0.

98 

0.

99 

0.9718

875 
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Mulicla

ss 

Ungrou

ped 

Sigmoi

d 
50 

32,16

,9 
64 

0.

98 

0.

95 

0.

95 

0.

93 

0.

98 

0.

98 

0.

99 
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25 
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ss 
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32,16
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64 

0.

98 
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99 
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97 

0.

94 
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99 
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98 
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98 
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ss 
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Relu 
50 
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64 
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98 
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99 
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96 
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91 
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99 

0.

98 
1 
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Table 5(b) Recall of UnGrouped Multiclass classification with different Activation Functions 

Mulicla

ss 
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n 
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M 
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s 
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e 

Units 
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Size(64/

128) 
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          0 1 2 3 4 5 6 
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0.
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0.
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Table 5(c) F1-Score of UnGrouped Multiclass classification with different Activation 

Functions 

Mulicl

ass 

Ungrou

ped 

Activat

ion 

Functi

on 

LST

M 

Unit

s 

Dens

e 

Units 

Batch 

Size(64/

128) 

F1 Score 

          0 1 2 3 4 5 6 
Avg F1 

Score 

Mulicl
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Relu 50 
32,16

,8 
64 

0.

99 

0.

85 

0.

98 

0.

92 

0.

99 

0.

99 

0.

99 

0.95857
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ped 

Linear 50 
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64 

0.

99 

0.

83 
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98 

0.

92 
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99 

0.

98 
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99 
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Sigmoi

d 
50 
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,9 
64 
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98 
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65 
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97 
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92 
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98 

0.

99 

0.

99 
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64 
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99 
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84 

0.

98 
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93 
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99 
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99 
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Ungrou
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64 
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99 
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81 
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98 

0.
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0.95 

 

It has been concluded from the tables that Relu performed best amongst all the activation 

functions as it help in faster learning. Hence, multiclass grouped classification with LSTM 

Layer-2 performs the best.  

We compared our model with several state-of-the-art methods (Table 6) on the CICDDoS2019 

dataset and found that our model performs best. Experimental results show that this paper has 

higher performance parameters. 
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Table 6 Comparison with other state-of-the-art methods on CICDDoS2019 Evaluation Dataset 

Study Year 
Feature 

Selection 

Machine 

Learning 

Algorithms 

Classification 

Performance 

Parameters 

(Accuracy) 

Gaur et al. 

[13] 
2021 

Chi-

Square, 

Extra Tree, 

ANOVA 

Random Forest, 

DT, KNN, 

XGBoost 

Binary 

XGBoost + 

ANOVA 

Accuracy = 

98.34% 

Abbas et al. 

[15] 
2021 No Random Forest Binary 

Random Forest = 

99.976% Partial 

dataset 

(PORTMAP, 

LDAP) 

Alamri et al. 

[16] 
2021 No 

 

LR, RF and 

XGBoost 

 

 

Binary and 

Multiclass 

XGBoost = 

99.7% (Binary) 

XGBoost = 

91.3% 

(Multiclass) 

 

Rahman et 

al. [19] 

2020 No LR, DT, SVM Binary SVM = 97.1% 

Chesney et 

al. [20] 
2021 No LR Binary 

LR = 99.70% 

Partial Dataset 

(only LDAP file) 

Ferrag et al. 

[21] 
2021 No CNN 

Binary and 

Multiclass 

CNN = 

99%(Binary) 

CNN = 

90%(Multiclass) 

Sanchez et 

al. [22] 
2021 No RF 

Binary 

 
RF = 99% 

Elsayed et al. 

[23] 
2020 No 

RNN with 

Autoencoder 

Binary 

 

Proposed Model 

= 99% 

Manikumar 

et al. [25] 
2020 

Extra 

Tree-

Based 

Classifier 

KNN, DT and 

RF 

Binary 

 

RF = 95.19% 

(without feature 

selection) 

RF = 96.74% 

(with extra tree) 

 

Conclusion 

Detection of DDoS attacks is very essential to protect networks. However, due to the lack of 

availability of intrusion detection systems and real-time data, there are significant hindrances 

to the detection of DDoS attacks. This paper proposes M-LSTM model to early detect the 
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DDoS attacks (Binary and Multiclass Classification). M-LSTM model starts with LSTM model 

on binary classification. Later, multiclass data is checked for grouped and ungrouped data. 

We also investigated the contributions of M-LSTM model on Precision, Recall and F-1 Score 

in multiclass classification of data. Experimental results show that Layer-2 LSTM Multiclass 

grouped classification yield maximum values of Precision, Recall and F-1 Score as 98.75%, 

97.5% and 98% respectively.  
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