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Abstract 

In the modern era, network attacks are increasing at a breakneck pace. 

However, providing proper security measures to mitigate the different 

attacks is still a significant challenge. Distributed denial of service attacks 

are most dangerous as they bring whole network down. Recent work has 

relied on black-box optimization with hyperopt and machine learning 

models for handling DDoS attacks. In this paper, a hyperparameter 

optimization model to detect DDoS attacks has been proposed to enhance 

the efficiency of DDoS detection in terms of accuracy and training time. We 

demonstrate the feasibility of this model by comparing the performance 

measures of machine learning algorithms with and without feature selection 

methods. The feature selection methods (Chi-Square, Extra Tree, ANOVA, 

and Mutual Information) have been applied for reducing features and 

machine learning algorithms (Random Forest, Decision Tree, XGBoost, 

KNN, SNN, and DNN) for classification. Results show that the Random 

Forest classifier combined with Mutual Information feature selection 

achieves 96.77% as maximum accuracy in 750.94 seconds of training time. 

Hyperparameter tuning of the random forest classifier raises the accuracy 

value to 96.81%. Later, with a 95% confidence level, the confidence 

intervals of the default and hyperparameter values of Random Forest were 

calculated to be 98.58% and 98.78%, respectively. The results show that the 

hyperparameter model shows a 2.01% improvement in accuracy with 

multiclass data.  

Keywords: ANOVA, Chi-Square, DDoS, Extra Tree, Hyper Parameter 

Optimization, Mutual Information. 

 

 

1. INTRODUCTION 

With the growth of internet, network attacks are also evolving at a great pace. DDoS attack is 

the most common network attack as these attacks modifies, damages data and they are also 

called as active attacks. With the passage of time, attacker have come across new tools for 

performing these kinds of attacks. Nowadays, it has become easier for an attacker to 

compromise victim machine. Usually, DDoS attacks occur on IoT networks. This is due to lack 

of security mechanisms in IoT devices. IoT devices have limited resources and memory. 
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Several methods for resolution against DDoS attacks in IoT devices have been analyzed by 

researchers. 

The fundamentals of security are different for every service [1]. DDoS attacks, which are the 

most common attack take advantage of the three-way handshake process in a TCP connection 

[2].DDoS attacks attack the server from multiple points and consume all the resources of the 

sever [3]. Thus, recent research aims at contemporary solutions for implementing machine 

learning algorithms to detect DDoS attacks [4]. With the enormous demands of data science 

and the increase of algorithms, researchers have been confronted with a decision about the 

algorithm's performance. Currently, choosing the best algorithms for a dataset is a significant 

challenge for researchers [5]. 

Furthermore, the machine learning model cannot learn effectively from data unless the hyper-

parameters are tuned [6]. Therefore, researchers must focus on predicting whether optimization 

techniques will improve performance by comparing the performance of optimized models with 

default hyperparameter values [7]. Hyper-parameter tuning techniques usually produce a good 

set of values, but the computation cost is high. So it is practically impossible to try all the 

combinations of hyperparameters as parameter space keeps increasing. With the increase in the 

number of hyperparameters, the complexity of the model also increases [8]. Therefore, 

automatic estimations for tuning hyperparameters should be an alternative to the manual 

selection of hyperparameters. Aiming at the early detection of DDoS attacks, tuning of 

hyperparameters is done, which combines the Scikit-learn method and automated searching for 

hyper-parameters. Thus, this work aims at contemporary solutions that implement machine 

learning algorithms. We utilized feature selection approaches on the CICDDoS2019 dataset, 

which helps in reducing data inputs for DDoS detection. Some of the challenges existing 

researchers face for detecting DDoS attacks have been listed in the literature section. The 

majority of existing DDoS detection methods achieved good accuracy but with older datasets. 

These datasets have limited DDoS attack types. 

A few works on recent datasets are also available, but they focused on the binary classification 

of data (0-Benign, 1-Attack) and did not consider the entire dataset. These methods lack the 

best features for the early detection of DDoS attacks. Hyperparameter Tuning was not part of 

any existing research. The difference between the confidence intervals of default and 

hyperparameter at a certain confidence level has not been considered so far. These issues 

motivate the consideration of the entire CICDDoS2019 dataset for experimentation purposes. 

We propose a hyperparameter model for the detection of DDoS attacks using multiclass data. 

The significant contribution of our paper is as follows: 

(1) For experimentation purposes, we have considered the CICDDoS2019 dataset (70% data 

for training and 30% data for testing). The results obtained are with a complete dataset and 

multiclass classification. 

(2) A series of iterations with varying numbers of features have been performed using different 

feature selection algorithms (Chi-Square, Extra Tree, ANOVA, and Mutual Information). 
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 (3) Thereafter, machine learning algorithms (Random Forest, Decision Tree, XGBoost, KNN, 

SNN and DNN) have been applied for classification  

 (4) The main objective was to find the best possible combination of machine learning 

algorithm and feature selection method. Random Forest with mutual Information performs 

best. Random Forest was found to give the highest accuracy of 96.77% with a 43.03% feature 

reduction ratio. 

(5) Since RF outperforms other classifiers, so hyperparameter tuning of RF is done. The 

difference between default and hyperparameter values at 95% confidence level.    

The key contribution of this paper includes finding the best classifier along with feature 

selection method and tuning hyperparameters to calculate the difference between default 

parameters and hyperparameters. 

The structure of this paper is as follows: Section 2 presents a literature survey. This section 

describes the methodologies used by researchers on the CICDDoS2019 dataset. Section 3 

describes the materials and methodology to be followed in this paper. Results and discussions 

have been discussed in Section 4. Finally, section 5 highlights the conclusion and future work. 

2. RELATED WORK 

This section explicitly describes the technicalities proposed by esteemed researchers for 

detecting Distributed Denial of Service attacks on IoT devices. Experimental results of several 

machine learning algorithms have been presented on the CICDDoS2019 dataset, along with 

their merits and demerits. 

Gaur et al. [9] proposed a hybrid methodology for distributed denial of service attack detection. 

In this methodology, machine learning algorithms (Random Forest, Decision Tree, KNN, and 

XGBoost) have been applied to feature selection methods. As a result of using these algorithms, 

ANOVA with XGBoost achieves an 82.5% feature reduction rate with an accuracy of 98.34%. 

Odumuyiwa et al. [10] proposed unsupervised learning algorithms: Autoencoder, Restricted 

Boltzmann Machine, K-means Clustering algorithm, and Expectation-Maximization 

Clustering Algorithm. These algorithms have worked for two DDoS attacks: SYN-Flood and 

UDP-Lag. Accuracy and Normalized Mutual Information are calculated when these algorithms 

are applied to CICDDoS2019. The accuracy rate is 89.45% and 86.17% for SYN-Flood and 

UDP-Lag, respectively. The Normalized Mutual Information value is 53.63% and 42.165% for 

SYN-Flood and UDP-Lag, respectively.  

Abbas et al. [11] take into account the MIX dataset. This dataset handles two attacks 

(PORTMAP and LDAP). Random Forest has a 99.9764% accuracy and a 0% false alarm rate. 

Performance evaluation of the dataset has been done for benign data and different types of 

attack data. 

Alamri et al. [12] proposed multiple classifiers for detecting DDoS attacks. These classifiers 

(Logistic Regression, Random Forest, and XGBoost) have been implemented as binary classes 

and multiclass on the CICDDoS2019 and NSL-KDD datasets. When implemented for 
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CICDDoS2019, XGBoost gives a maximum accuracy of 99.7% for binary type and 91.3% for 

multiclass classification. Also, it provides 100% precision for binary class and 93% for 

multiclass. In addition, XGBoost offers a close to zero value for the false-positive rate for both 

datasets.  

Parfenov et al. [13] investigated network traffic to detect attacks using binary and multiclass 

classification approaches. The algorithms utilized are Gradient Boosting, AdaBoost, and 

CatBoost. CatBoost gives the highest precision at 97.1% with full features. After that, extra 

tree feature selection has been applied, and CatBoost achieves 97% precision with 25 features. 

The Feature Importance Score has also been shown graphically for the top 25 features. 

AdaBoost shows the worst results for all the parameters. 

Shurman et al. [14] proposed methodology results in 99.85% training accuracy and 99.19% 

testing accuracy. This methodology is for detecting reflection-based attacks. Furthermore, a 

hybrid intrusion detection system and a long-term, short-term memory have been proposed. 

Later, DNN models were implemented based on these methodologies. Rahman et al. [15] used 

different machine learning (ML) approaches such as Logistic Regression (LR), Decision Trees, 

and Support Vector Machines (SVMs)  in their system for detection of DDoS attacks from 

benign attempts. For example, SVM gives 97.1% accuracy, and false positive and false 

negative values are rare. Steve Chesney et al. [16] assigned labels to benign, LDAP, and 

NetBIOS attacks for intrusion detection on IoT devices. Later, the Linear Regression algorithm 

was deployed for Multiclass Classification. After successive iterations, the F1 Score comes out 

to be 0.73, 0.99, and 1.00 for Benign, LDAP, and NetBIOS, respectively. 

Mohamed Amine Ferrag et al. [17] worked on CNN, RNN and DNN for binary and multiclass 

data. These models have been trained and tested on Agriculture 4.0 and IoT parameters for 

DDOS attack prevention and identification. For implementation purposes, two datasets 

(CICDDoS2019 and TON_IoT) have been taken. CNN gives the best results with an accuracy 

of approximately 90% on multiclass and close to 99% on binary classification for the 

CICDDOS2019 dataset while it is closer to 95% for TON_IoT. 

Sanchez et al. [18] performed exhaustive hyperparameter optimization and achieved 99% 

accuracy for the random forest with the binary classification of data. Hyperparameters have 

been listed for NB, LR, KNN, RF, DT, MLP, and SVM. In addition, exhaustive tuning 

operations have been performed using grid search.  

Elsayed et al. [19] proposed a combination of RNN and an autoencoder for binary 

classification. The autoencoder helps in anomaly detection of the CICDDOS2019 dataset. The 

deep learning model so formed has implemented Naive Bayes, Decision Trees, Boosters, 

Random Forest, SVM, and Linear Regression algorithms. The proposed model, DDoSNet, 

turns out to be the best, with 99% accuracy. 

Assis et al. [20] evaluated the efficiency of different detection techniques when SDNs have 

been applied. Further, author deployed machine learning algorithms (GRU, CNN, LSTM, 

DNN, SVM, LR, KNN, and GD) for anomaly detection scheme on flow analysis. Additionally, 
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feasibility tests have been done, and the gated recurrent unit turns out to be the best with all the 

parameters near 100%. 

Manikumar et al. [21] implemented three machine learning algorithms (KNN, Decision Tree, 

and Random Forest) for finding the best classification. The top 15 features have been chosen 

using an additional tree classifier. The Random Forest algorithm gives the highest value of all 

the parameters, accuracy = 95.19%, precision 95.10%, and recall 94.47%.  

Li et al. [22] proposed a new parameter (temporal false omission rate) for finding attack packets 

on two datasets (1999 DARPA Intrusion detection Evaluation Dataset and CICDDoS2019) 

result. The rate of omitted positive samples in real-time volumetric data has been calculated 

using these temporal variables. 

Jia et al. [23] gathered a large dataset of DDoS simulators and combined it with the 

CICDDoS2019 dataset. Later, a model was prepared to guard the flow. Afterward, features 

have been selected using a filtration procedure. Once selected features are obtained, basic 

machine learning algorithms, viz., LR, NB, RF, ID3, LSTM, have been applied for 

classification. LSTM achieves a maximum value of 99% for precision, recall, and F1 Score.  

Sharafaldin et al. [24] proposed a real-time CICDDoS2019 Intrusion Detection Evaluation 

Dataset. This dataset has been gathered over two days and includes DDoS attacks (UDP, UDP 

Lag, NetBIOS, SYN, PortMap, and MSSQL). The author has applied machine learning 

algorithms to training and testing day attack types. The majority of these attacks are reflexive. 

Again, ID3 performs best, with 78% accuracy. 

Vuongl et al. [25] introduced a DDoS Intrusion Detection system. Machine learning algorithms 

when applied to Intrusion detection systems increases accuracy and decreases the false positive 

rate of the model for identification of new attacks. The data labels used in the training process 

are highly imbalanced e.g., UDP-Lag and LDAP attacks are sporadic.  

Table 1 focuses on proposed methodologies for the CICDDoS2019 dataset by eminent 

researchers. 

Table 1. Proposed Methodologies on CICDDoS2019 Evaluation Dataset 

S.

no. 

Auth

or 

Ye

ar 

Machine 

Learning 

Algorithms 

Performance Parameters Scope of Work 

1. 

Gaur 

et al. 

[9] 

 

202

1 

Random 

Forest, 

Decision 

Tree, 

XGBoost, 

SNN, DNN  

98.34% accuracy for 

ANOVA with XGBoost. 

We have applied three 

feature selection methods. 

 Further accuracy can be 

improved with more 

feature selection 

methods. 
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2. 

Odu

muyi

wa et 

al. 

[10] 

202

1 

Unsupervis

ed Machine 

learning 

Algorithms 

Autoencoder 
89.4

5% 

86.1

7% 

This approach didn't use 

an entire dataset, the first 

result is for SYN_Flood, 

and the second is for 

UDP_Lag. 

Restricted 

Boltzman 

machine 

56.5

1% 

50.8

9% 

K-means 

Clustering 

Algorithm 

75.3

8% 

71.3

9% 

Expectation-

Maximizatio

n Clustering 

Algorithm 

70.9

6% 

67.5

9% 

3.  

Abba

s et 

al. 

[11] 

202

0 

PCA is used 

for Pre-

processing. 

MIX 

dataset 

(PORTMA

P, LDAP) is 

used by 

Random 

Forest. 

Random Forest gives 

99.976% accuracy. 

Data has been used in 

partial mode.  

4. 

Alam

ri et 

al. 

[12] 

202

1 

LR, RF, 

XGBoost 

Accuracy with Binary class 

LR= 80% 

RF=98.5% 

XGBoost=99.7% 

Accuracy with Multiclass 

LR= 35% 

RF=83% 

XGBoost=91.3% 

 

 

This approach results in 

less accuracy value for 

Multiclass. The 

maximum value 

achieved is 91.3% for 

XGBoost. 

5. Parfe

nov 
 

Gradient 

Boosting, 

AdaBoost, 

The precision with full 

features 

Gradient boost Achieves 

maximum precision 

value, but on the 
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et al. 

[13] 

202

0 

CatBoost 

implemente

d for binary 

and 

multiclass. 

Extra Tree 

Feature 

Selection 

has also 

been 

applied. 

Gradient Boosting=97.1%, 

AdaBoost=61.4%, 

CatBoost=97.1% With 

Extra Tree Feature Selection 

Gradient Boosting=97%, 

AdaBoost=62.3%, 

CatBoost=96.7% 

These results are for 25 

features. 

 

application of extra tree 

feature selection, this 

precision deteriorates.   

 

6. 

 

Shur

man 

et al. 

[14] 

202

0 

LSTM 

Model (3 

Variants) 

 

 Train 

Accura

cy 

Test 

Accur

acy 

These results are with 

full features. 

Model I 92.05% 
91.54

% 

Model II 97.27% 
96.74

% 

Model III 99.85% 
99.19

% 

7. 

 

Rah

man 

et al. 

[15] 

202

0 

Three 

machine 

Learning 

Algorithms: 

LR, DT, 

SVM. 

SVM achieves the highest 

accuracy as 97.1% 

A complete feature set 

has been used. 

8. 

Ches

ney 

et al. 

[16] 

202

1 

Logistic 

Regression 

Logistic regression gives an 

accuracy of 99.70% 

The complete dataset has 

not been chosen for 

implementation. 

(Logistic Regression has 

been applied on LDAP 

file). 

9.  

Ferra

g et 

al. 

[17] 

202

1 
CNN 

Binary Class- CNN = 99% 

Multi-Class- CNN = 90% 

This approach gives less 

accuracy for Multiclass. 

10. Sanc

hez 

202

1 
RF is used 

RF gives an accuracy of 

99% 
This dataset is used for 

binary classification. 
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et al. 

[18] 

Hyperparameter Tuning 

is done using 

GridSearch. 

 

11. 

Elsay

ed et 

al. 

[19] 

202

0 

RNN with 

Autoencode

r 

The proposed model 

DDoSNet turns out to be 

best with 99% accuracy 

This result is for binary 

classification. 

 

12. 

Assis 

et al. 

[20] 

202

1 

 

 Gated 

Recurrent 

Units 

(GRU) deep 

learning 

method, 

CNN, 

LSTM, 

DNN, 

SVM, LR, 

KNN, and 

GD 

GRU achieves accuracy 

closer to 100% 

GRU is not used as a 

multi-label classifier. 

13. 

Mani

kuma

r et 

al. 

[21] 

 

202

0 

Extra Tree-

Based 

Classifier, 

Three 

Machine 

learning 

Algorithms 

(KNN, 

DT,RF) 

KNN=87.34%, 

DT=93.83%, RF=95.19%. 

Random Forest gives 

maximum accuracy. 

We have achieved 1.55% 

more accuracy for RF 

with an Extra tree 

classifier. 

 

14. 

LI et 

al. 

[22] 

 

202

0 

Introduced 

a new 

variable for 

calculating 

Temporal 

False 

Omission 

Rate 

(TFOR) 

Average Temporal False 

Omission Rate = 0.3447% 

and True positive rate is 

100% and FPR is 3%. 

Results are obtained with 

full features. 
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15. 

Jia et 

al. 

[23] 

202

0 

LSTM, 

CNN 

Model 

LSTM Accuracy= 98.9% 

CNN Accuracy=99.9% 

A complete feature set 

has been used for these 

results. 

16.  

Shar

afald

in et 

al. 

[24] 

201

9 

Machine 

Learning 

Algorithms 

(ID3, RF, 

NB, LR) 

 

ID3 gives 78% Precision 

Value. 

 

Values have been 

obtained with full 

features. 

17. 

Vuon

gl et 

al. 

[25] 

202

1 

Random 

Forest 

Regressor 

has been 

applied for 

selecting 24 

features 

The proposed method gives 

99.3% precision with a 

grouping of labels.  

Recall, Precision and F1 

Score have been 

calculated for individual 

attack types. We have 

calculated these values 

after combining all the 

attack types.  

 

3. Material and Methodology 

A. Hardware Specification  

The model has been trained on Google Collab and has 13 GB of RAM with GPU support. In 

addition, the personal computer has the following specifications: 

The i5-8265U processor has a clock speed of 1.60GHz and 8 cores. 

RAM: 24 GB 

Disk: 512GB SSD from Samsung 

Intel UHD Graphics 620 is the GPU. 

System environment: Windows 10. 

B. Dataset  

The Canadian Institute for Cybersecurity generates a new dataset, CICDDoS2019, which 

provides the most important distributed denial of service attacks. The dataset chosen for 

experimentation consists of two day log records from January 12, 2019, which started at 11:22 

and ended at 13:34, and on March 11, 2019, beginning at 10:00 and completing the acquisition 

at 17:35. The dataset to be evaluated has 88 aggregated columns and contains benign and recent 

DDoS attacks viz. UDP, UDP-Lag, SYN, NetBIOS, LDAP, MSSQL, NTP, SMTP, NDP, 

SSDP, TFTP. On the other hand, the testing dataset includes attack categories UDP, UDP-Lag, 

SYN, NetBIOS, LDAP, and MSSQL which clearly resembles real-world data. For constructing 

this dataset, the author built the abstract behavior of 25 users on different protocols.  
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Intrusion detection will be more pragmatic as the testing and training data will contain different 

data. Since, unique attributes (Source IP, Destination IP, Source Port Number, Destination Port 

Number, FlowID, and Protocol) don’t contribute to the detection process so they have been 

eliminated.  

C. Data Acquisition and Data Preprocessing 

In this section, data gets transformed or encoded to bring it to a state where the machine can 

quickly parse it. In other words, the features or independent variables are easily interpretable 

by the algorithm. 

Steps to be followed in Data Preprocessing: 

Importing the libraries: We will begin by importing the required libraries to be used by the 

dataset. e.g., pandas, numpy, matplotlib, sklearn, scatterplot, seaborn, etc. Then, the following 

steps are followed for preprocessing data. 

Hypothesis Generation involves a deep understanding of the problem to consider the factors 

affecting the outcome. 

Understanding the Data: It indicates that the number of features and data types should be 

known for training and testing data. 

Exploratory Data Analysis (EDA): Exploratory data analysis is done to discover patterns, 

spot anomalies, test hypotheses, and check assumptions with the help of summary statistics and 

graphical representations. 

Unified Analysis: It includes examining each variable individually. For example, for 

categorical features, we can use frequency tables or bar plots to calculate the number of each 

category in a particular variable. For numerical features, probability density plots are used to 

look at the distribution of the variable. 

Treatment for Missing Value: Since model performance greatly depends upon missing values 

and outliers, there must be mechanisms for inputting and handling outliers. 

Encoding Categorical Data: Encoding categorical data is converting categorical data into 

integer format so that these converted values can be provided to the models to improve the 

predictions. e.g., One-Hot Encoder. 

Feature Scaling: Feature scaling standardizes independent features in the dataset and handles 

highly variable magnitudes. The following procedure can explain these steps more clearly: 

These steps have been defined in Algorithm 1. Initially, we need to import training and testing 

datasets onto an excel sheet. We implemented our methodology using the CICDDoS2019 

dataset consisting of different DDoS attacks. We have enumerated the preprocessing steps in 

algorithm 1. 

 

Algorithm 1: Preprocessing Process 
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Input: CSV Dataset 

Begin 

1: Read CSV Dataset  

2: Load dataset into a dataframe(df) 

3: Check Dataset Description. 

4: Drop SimillarHTTP feature from df. 

5: Replace all infinity values with NaN. 

6: Replace all NaN with mean values. 

7: Check for NaN values. 

8: If Chi-Square then: 

9: Copy all the features from the original data frame (df) except the target feature to another 

data frame (df1). 

10: Check for all the features that have negative values. 

11: Replace all the negative values in each feature with their absolute values. 

12: Else 

13: Map each DDoS attack to a unique integer value. 

14: End 

15: Segregate dependent and independent features. 

  X_val=Independent Features 

  y_val=Dependent Features 

Exit 

D. Machine Learning Algorithms 

This section discusses how machine learning has evolved as an adaptive method for making 

decisions. Decisions making becomes more manageable when machines adapt to example 

inputs rather than following rigorous program instructions. 

A brief introduction of the machine learning algorithms has been given below: 

(i) Random Forest 

Random Forest is a group of multiple working decision trees and they all are trained using the 

bagging method. It examines the best feature among a random subset of features rather than 

looking for the best feature during node splitting. This method results in heterogeneity, as the 
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resultant output gives a more accurate model [26]. The parameters used in random forest are -

: number of eastimators, minimum sample leaves, minimum sample split, Gini Criterion.  

(ii) Decision Tree 

Decision Tree model is extensively put into operation in regression and classification-related 

issues. Every node in a decision tree represents a feature; each link represents a decision; 

finally, leaves display the outcome [27]. In comparison to other algorithms, this is simple to 

interpret. The steps involved in implementing a decision tree are: 

To recognize the prime feature and place it at the root of the tree. 

Split the dataset into the training set and testing set. 

Repeat the above steps until there is a leaf node on each tree branch. 

Finally, to get the value of a class variable with the help of a decision tree algorithm, we will 

begin the process from the tree root and compare the values with that of the instances attribute. 

Based on the outcomes after comparison, we decided to pick a branch and proceed to the next 

node of the tree. These steps will continue to iterate until the leaf node reaches the predicted 

value of a class variable. 

(iii) XGBoost 

XGBoost is a gradient boosting algorithm to improve efficiency, flexibility, and portability. It 

also provides a parallel tree boost, which helps solve multiple data-related problems at a higher 

speed [28]. 

(iv) KNN (K-nearest neighbors) 

This is a supervised machine learning algorithm which initially stores all the available data and 

classifies every data point as soon as it arrives. Each time a new data point arrives, it is 

classified based upon the category to which it matches. K is used for measuring distance to 

nearest neighbors and calculated using Euclidean distance.    

(iv) SNN 

This neural network algorithm has multiple hidden layers and works on the principle of 

forward-propagation methodology [30]. The parameters used in SNN have been described 

below.  

Layers->1 Dense layer 

-Neurons->7 Neurons 

-Input shape changes with each iteration (depends on the value of j). 

-activation function->sigmoid 

Optimizer-> Adam 
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-loss->loss='sparse_categorical_crossentropy' 

-Metics->Accuracy 

-epochs->5 

(v) DNN 

Deep neural networks work on the principle of feedforward neural networks (FFNNs), where 

data moves from one input layer to the following output layer in the forward direction. The 

links between layers are always forward, and every node is traversed only once. A supervised 

learning algorithm can obtain the results through backpropagation. The parameters used have 

been listed below.-: 

Layers->4 Dense layer 

 1st Layer (Input Layer)-> 

               - 75 Neuron 

  - Input shape->changes with each iteration (depends on the value of j) 

  - activation function-> Relu 

 2nd Layer-> 

  - 50 Neurons 

  - activation function-> Relu 

 3rd Layer-> 

  - 25 Neurons 

  - activation function-> Relu 

 4th Layer(output Layer)-> 

  - 7 Neurons 

  - activation function-> Sigmoid 

-Optimizer->adam 

-loss->loss='sparse_categorical_crossentropy' 

-Metics->Accuracy 

-epochs->8  

E. DDoS Attack Detection Methodology 

The primitive research objective behind the proposed model is to design a machine learning 

model based on feature selection methods and perform hyperparameter tuning. The 

fundamental idea behind this model is to study the possibility of applying machine learning 
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algorithms to the CICDDoS2019 dataset for detecting DDoS attacks. As an initial step, the 

modeling process begins by using a feature selection algorithm to identify essential features 

since these attributes are considered valuable deliverables for the detection process. Then, 

hyperparamerization is done for the best classifier. Features thus selected have been considered 

for hyperparameter optimization, and the behavior of retained attributes has been studied and 

analyzed by plots. As a result, Hyperparameter optimization has effectively tackled DDoS 

attacks. Figure 1 summarizes the hyperparameter optimization. Next, data acquisition is made 

from the CICDDoS2019 dataset to detect attacks. After that, a machine learning model has 

been trained on training data, and testing is performed using testing data. Selecting an 

appropriate model is critical as it requires relevant data. 

 

Fig. 1. HPDDOS: Hyperparameter Model for Detection of Multiclass DDoS Attacks 

F. Multiclass DDoS Attacks Detection  

The procedure for detection of multiclass DDoS attacks can be explained more clearly using 

the following algorithm. 

Algorithm 2: Multiclass DDoS Attacks Detection  

Input: Segregated dependent and independent features 

    X_val=Independent Features 

    y_val=Dependent Features 

Initialization: j=0 

Begin 

1: While j<=75 do 

2: Apply train-test split with 70-30 split assign the results to X_train, X_test, Y_train, Y_test 

3: Select top j features from X_train and X_test and assign the results to X_train_fs and 

X_test_fs 
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4: Apply the Standard Scaler on X_train_fs and X_test_fs 

5: Load the classifier in a variable (called model) 

6: Save current time in a variable (called t1) 

7: Fit X_train_fs and Y_train in the model 

8: Save current time in a variable (called t2) 

9: Get the training time by subtracting t2 and t1 (t2-t1) 

10: Save the current model using jblib 

11: Calculate the predictions on X_test_fs and save the results in a variable (called pred)  

12: Calculate accuracy on y_test and pred 

13: Display the accuracy 

14: Display the classification report 

15: Calculate True Positive Rate, True Negative Rate, False Positive Rate, and False Negative 

Rate    and display them 

16: Increment j by 5 

17: End 

Exit 

Algorithm 2 illustrates the process of detection of Multiclass DDoS attacks. The train-test split 

is applied to the CICDDoS2019 dataset. 70% of the data is used for training, and 30% is used 

for testing.    

4. Results and Discussions 

We analyzed a cloud-based environment called Google Colab (an online cloud-based jupyter 

notebook environment). Implementation has been done on the CICDDoS2019 dataset [1]. 

A. Performance Evaluation 

Since a hybrid methodology has been proposed in figure 1, we will focus on how features have 

been selected using feature selection and classifiers have been used for classification purposes. 

Scenario I Classifiers Performance 

In the first scenario, all the feature selection methods [31-35] have been applied to machine 

learning algorithms. This has been done to monitor the performance of classification 

algorithms, which is actually an indicator of detection of DDoS attacks. 
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Fig. 2. Attack Detection using Feature Selection and Machine Learning Algorithms 

Table 2. Performance of Classifiers without feature selection method on CICDDoS2019 

Dataset 

Machine Learning Algorithms A P   R F TP TN  FP FN 

XGBoost 0.9053 0.96 0.96 0.96 0.85 0.99 0 0.14 

DT 0.9041 0.93 0.91 0.92 0.84 0.98 0.01 0.15 

RF 0.9073 0.97 0.97 0.96 0.86 0.99 0 0.13 

KNN 0.9045 0.98 0.97 0.96 0.86 0.97 0.01 0.25 

SNN 0.8514 0.02 0.79 0.80 0.56 0.96 0.02 0.43 

DNN 0.8912 0.93 0.91 0.92 0.84 0.98 0.01 0.15 

 

Performance has been evaluated using Accuracy (A), Precision (P), Recall (R), F-score (F), 

TPR (TP), TNR (TN), FPR (FP), FNR (FN). In addition, the number of features giving the best 

results has been considered, as shown in tables 3-6 below. As shown in the table, maximum 

accuracy of 90.73% is achieved for the random forest with no feature selection. Further 

iterations have been performed, and it has been noticed that random forest acquires maximum 

accuracy with all feature selection algorithms. Table 4-7 shows the different features on which 

maximum value is obtained. Random Forest gives the maximum value of performance 

parameters. Both XGBoost and Random Forest are independent decision trees, but they differ 

in tree construction. XGBoost take more training time as they build one tree at a time. This is 

why it is considered harder to tune them than random forest. This paper will focus on the hyper 

tuning of random forest, as this classifier works well for large and multiclass data.  
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Table 3. Performance Parameters with Chi-Square feature selection (55 Features) 

Machine Learning Algorithms A P R F TP TN FP FN 

XGBoost 0.9666 0.97 0.97 0.96 0.85 0.99 0 0.14 

DT 0.9115 0.93 0.91 0.92 0.83 0.98 0.01 0.16 

RF 0.9674 0.97 0.97 0.96 0.86 0.99 0 0.13 

KNN 0.9041 0.98 0.90 0.97 0.82 0.94 0.03 0.42 

SNN 0.9458 0.90 0.32 0.44 0.32 0.90 0.09 0.67 

DNN 0.9621 0.95 0.87 0.87 0.53 0.97 0.02 0.46 

 

Table 4. Performance Parameters with Extra Tree Feature Selection (35 Features) 

Machine Learning 

Algorithms 
A P R F TP TN FP FN 

XGBoost 0.9664 0.97 0.97 0.96 0.85 0.99 0 0.14 

DT 0.8955 0.93 0.91 0.91 0.84 0.98 0.01 0.15 

RF 0.9674 0.97 0.97 0.96 0.86 0.99 0 0.13 

KNN 0.9144 0.91 0.97 0.96 0.84 0.94 0.05 0.24 

SNN 0.9519 0.90 0.79 0.80 0.57 0.96 0.03 0.42 

DNN 0.9623 0.94 0.87 0.88 0.56 0.97 0.02 0.43 

 

Table 5. Performance Parameters with ANOVA Feature Selection (55 Features) 

Machine Learning 

Algorithms 
A P R F TP TN FP FN 

XGBoost 0.9666 0.97 0.97 0.96 0.85 0.99 0 0.14 

DT 0.9027 0.93 0.90 0.91 0.83 0.98 0.01 0.16 

RF 0.9674 0.97 0.97 0.96 0.86 0.99 0 0.13 

KNN 0.9144 0.91 0.97 0.96 0.84 0.94 0.05 0.24 

SNN 0.9519 0.90 0.79 0.80 0.57 0.96 0.03 0.42 

DNN 0.9623 0.94 0.87 0.88 0.56 0.97 0.02 0.43 
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Table 6. Performance Parameters with Mutual Information Feature Selection (45 

Features) 

Machine Learning 

Algorithms 
A P R F TP TN FP FN 

XGBoost 0.9667 0.96 0.96 0.96 0.85 0.99 0 0.14 

DT 
 

0.9129 
0.93 0.91 0.92 0.841 0.981 0.01 0.15 

RF 0.9677 0.97 0.97 0.96 0.86 0.99 0 0.13 

KNN 0.9042 0.91 0.98 0.97 0.86 0.97 0.02 0.23 

SNN 0.9514 0.02 0.79 0.80 0.56 0.96 0.02 0.43 

DNN 0.9129 0.93 0.91 0.92 0.84 0.98 0.01 0.15 

        

Since the random forest gives maximum accuracy with 45 features. So, we will evaluate the 

accuracy of random forest with all feature selection algorithms. On performing iterations, we 

found that Random Forest achieves maximum accuracy of 96.74% with Chi-Square Test, Extra 

Tree classifier, and ANOVA on 55, 35 and 55 features, respectively [36].  

Further random forest with mutual information takes minimum training time. Further, when 

Mutual Information feature selection is applied, Random Forest attains the highest accuracy as 

96.77% with 45 features. Thus, the number of features differentiates these feature selection 

algorithms. Performance has been evaluated using Accuracy (A), Precision (P), Recall (R), F-

score (F), TPR (TP), TNR (TN), FPR (FP), FNR (FN). In addition, the number of features 

giving the best results has been considered, as shown in tables 3-7 below. Hence, Figure 3 

depicts the accuracy of Random Forest with a varying number of features, and Figure 4 

illustrates the training time of Random Forest with the number of features. Random Forest with 

Mutual Information outperforms other classifiers, presenting an accuracy of 96.77%, a false 

positive rate of 0, and a true negative rate of 99% with 45 features. Furthermore, mutual 

information sets the minimum training time as 750.94 seconds. Hence, this methodology helps 

in the early detection of DDoS attacks [37]. 

Table 7. Performance Parameters of Random Forest Classifier with different feature 

selection methods (55 Features) 

Feature 

Selection 

Algorithms 

Number of features Accuracy 
Feature Reduction 

Ratio (%) 

Training Time (in 

Seconds) 

Chi-Square 55 96.74 30.38 756.06 

Extra Tree 35 96.74 56.70 773.35 

ANOVA 55 96.74 30.38 785.58 

Mutual 

Information 
45 96.77 43.04 750.94 
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Fig. 3. Accuracy of Random Forest Classifier with 

 

Fig. 4.Training Time of Random Forest Classifier with different Feature Selection 

Methods feature selection methods 

Scenario II Hyperparameter Tuning 

Since hyperparameter tuning can accelerate performance, in this paper we will tune parameters 

of random forest. While tuning hyperparameters of random forest, max_depth, 

min_sample_split, min_samples_leaf, n_estimators, and max_features have been optimized to 

increase performance parameters. To obtain the optimal parameters, we used 

RandomizedSearchCV and Optuna. RandomizedSearchCV is provided by scikit-learn API, 

and Optuna is an open-source hyperparameter optimization framework. These two 

methodologies are used for automating hyperparameters. Table 8 compares default and 

hyperparameters of Random Forest. This comparison tends to work for large spaces, and 

training them also requires a significant amount of time. 

 

 

 

 

http://philstat.org.ph/


Vol. 71 No. 3s2 (2022) 
http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

ISSN: 2094-0343 
2326-9865 

1463 

Table 8. Random Forest Classifier (a) Default Hyperparameter value (b) 

Hyperparameter with RandomSearchCV (c) Hyperparameter with Optuna 

S.No Name of parameter 
Description of 

parameter 

Hyper Parameter 

Default 

Value 

RandomSearchCV 

Value 

Optuna 

Value 

1. max_depth 

Longest Path 

from the root 

node to leaf 

node. 

None 20 22.053 

2. min_sample_split 

Minimum 

required 

several 

observations in 

any given node 

to split it. 

2 10 10 

3. max_terminal_nodes 

It sets a 

condition on 

the splitting of 

the node in the 

tree. 

None None None 

4. min_samples_leaf 

After splitting a 

node, the 

minimum 

number of 

samples should 

be present in 

the leaf node. 

1 4 2 

5. n_estimators 

Several trees 

are required for 

the random 

forest. 

100 200 250 

6. max_features 

The maximum 

number of 

features in 

every tree. 

Auto Sqrt Sqrt 

 

After training the Random Forest Classifier model with RandomSearchCV, the accuracy has 

improved by 0.04%, giving an accuracy of 96.81%. 
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RandomizedSearchCV helps in reducing the search space for obtaining the optimal parameters 

when we have a long list of parameters. Further, tuning with Optuna leads to an accuracy of 

96.82% (improvement by 0.05%). The optimal parameters values obtained after applying 

RandomizedSearchCV and Optuna have been listed in table 8.  

B. CONFIDENCE INTERVAL 

Confidence intervals measure the level of uncertainty or certainty in a sampling technique. 

They can choose from various probability bounds, the most frequent of which are a 95% or 

99% confidence level. The higher the confidence level value, the wider the confidence interval. 

So 99% confidence level has a wider confidence interval than 95%. Confidence intervals reveal 

a region where the actual value is likely to be found and the outcome variable's orientation and 

intensity. Besides, confidence interval allows judgments for statistical validity and clinical 

implications. This paper calculates the confidence interval for default and hyperparameter 

values of the Random Forest classifier.  

Let AUC denote the sample AUC value. For large samples, the distribution of AUC is 

approximately normal. The AUC confidence interval calculated using standard normal 

distribution is as below: 

𝐴𝑈𝐶 ± 𝑧𝛼/2(𝐴𝑈𝐶) 

The confidence interval has a width of 2z/2SE (AUC). Hanley and McNeil (1982) provided the 

formula for standard error calculation for the area under the curve as SE (AUC). 

SE(AUC) = √
AUC(1−AUC)+(N1−1)(Q1−AUC

2)+(N2−1)(Q2−AUC
2)

N1N2
  

Where, 

Q1 =
AUC

2 − AUC
 

Q2 =
2AUC2

1 + AUC
 

Where N1, N2 are Sample Size. 

Q1 is the position of the first Quartile. 

Q2 is the position of the second Quartile (Median).  

AUC is Area under the ROC Curve. 

Confidence Level =95% 

Z- Score = 1.96. 

Confidence Interval has been calculated in table 9. 
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Table 9. Average Confidence Interval of Random Forest Classifier 

Parameter

s 
N1 N2 

AU

C 
Q1 Q2 

SE 

(AUC) 

Lowe

r 

Boun

d 

Upper 

Bound 

Average 

Confide

nce 

Interval 

Default 

Parameter

s 

118098

7 

5061

38 

0.98

59 

0.00

019

328

150

97 

0.006

9012

5397 

0.0000

789019

1602 

0.985

7 
0.9860 0.9858 

HyperPar

ameters 

118098

7 

5061

38 

0.98

79 

0.00

014

290

923 

0.005

9401

529 

0.0000

728872

37 

0.987

7 
0.9880 0.9878 

 

There is a 95% chance that the confidence interval of [98.57, 98.60] contains the true accuracy 

of finding DDoS attacks or a 5% chance that the accuracy is less than 98.57% or greater than 

98.78%. The above-calculated results can be more clearly explained by the following figure 7.  

This figure shows that, with a 95% confidence level, the random forest gives 98.78% accuracy. 

After analysis of results, the proposed model attains a maximum accuracy of 98.78% on 

hyperparameter tuning of random forest classifiers. Fig. 7 shows the visualizations of Random 

Forest with different parameters. 

 

0.90234

0.9677

0.9681

0.9682

0.9858

0.9878

0.89 0.9 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99 1

RF WITHOUT FEATURE SELECTION

RF WITH MUTUAL INFORMATION

RF WITH RANDOMSERACHCV

RF WITH OPTUNA

RF (DEFAULT PARAMETERS WITH 95% CONFIDENCE 
LEVEL)

RF (HYPER PARAMETERS WITH 95% CONFIDENCE LEVEL)
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Fig. 7.Random Forest Accuracy Visualizations 

Table 10. Comparison with other state-of-the-art methods on CICDDoS2019 Evaluation 

Dataset 

Study Year 
Feature 

Selection 

Machine 

Learning 

Classifier  

Classification 

Performance 

Parameters 

(Accuracy) 

Gaur et al. [9] 2021 

Chi-Square, 

Extra Tree, 

ANOVA 

Random 

Forest, DT, 

KNN, 

XGBoost 

Binary 

XGBoost + 

ANOVA 

Accuracy = 

98.34% 

S. A. Abbas et 

al. [11] 
2021 No 

Random 

Forest 
Binary 

Random Forest = 

99.976% Partial 

dataset 

(PORTMAP, 

LDAP) 

H.A. Alamri et 

al. [12] 
2021 No 

LR, RF and 

XGBoost 

 

 

Binary and 

Multiclass 

XGBoost = 

99.7% (Binary) 

XGBoost = 

91.3% 

(Multiclass) 

 

Md A. Rahman 

et al. [15] 

2020 No LR, DT, SVM Binary SVM = 97.1% 

Steve Chesney 

et al. [16] 
2021 No LR Binary 

LR = 99.70% 

Partial Dataset 

(only LDAP file) 

Mohamed 

Amine Ferrag 

et al. [17] 

2021 No CNN 
Binary and 

Multiclass 

CNN = 

99%(Binary) 

CNN = 

90%(Multiclass) 

O.R. Sanchez 

et al. [18] 
2021 No RF 

Binary 

 
RF = 99% 

M.S Elsayed et 

al. [19] 
2020 No 

RNN with 

Autoencoder 

Binary 

 

Proposed Model 

= 99% 
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D.V.V.S. 

Manikumar et 

al. [21] 

 

2020 

Extra Tree-

Based 

Classifier 

KNN, DT and 

RF 

Binary 

 

RF = 95.19% 

(without feature 

selection) 

RF = 96.74% 

(with extra tree) 

 

Table 10 depicts the comparison of the proposed model with other state-of-the-art methods. 

5. Conclusion and Future Scope 

Accurate detection of Multiclass DDoS attacks is very essential to protect networks. However, 

due to the lack of availability of intrusion detection systems and real-time data, there are 

significant hindrances to the detection of DDoS attacks. This paper proposes a hyperparameter 

model for the detection of Multiclass DDoS attacks. The model focuses on the detection of 

DDoS attacks with considerably less features and good performance parameters. This has been 

accomplished by performing hyperparameter tuning on the latest dataset. Experimental results 

show that this work has a higher detection accuracy, minimum training time, and more 

excellent feature reduction ratio of 98.78%, 750.94 seconds, and 43.04%, respectively. We 

compared this model with several state-of-the-art methods on the CICDDoS2019 dataset. As a 

result, a 2.01% increase in accuracy has been achieved on hypertuning parameters. Further, 

this work can be extended using different deep learning models.  
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