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Abstract 

In the digital world, recommender system has become a prominent solution for 

handling information overload and satisfying the users over the millions of 

available products or services. In the large-scale recommender system, determining 

the precise preferences of the users is a fundamental challenging task. Hybrid 

filtering methods have provided suggestions for the target users based on the 

preferences of similar users and metadata information of the products. However, 

resolving the cold-start user constraint through collaborative filtering is a critical 

task in the e-commerce site. In addition, utilizing the explicit feedback alone is 

inadequate to extract the preferences of the users and handle the data sparsity and 

cold-start constraints in the recommender systems. Several existing 

recommendation models have adopted the deep learning models to handle the data 

sparsity and suggest the desired products to the users. Despite this, ensuring the 

quality of the recommendation in e-commerce sites for the cold-start users and 

sparse data is challenging. Hence, this work focuses on addressing the data Sparsity 

and Cold-start with the developed deep learning model based Hybrid based 

Recommender (SC-HR) system. The SC-HR approach models the deep 

autoencoder for the data representation and hybrid filtering to handle the data 

sparsity in e-commerce sites. It utilizes the textual with non-textual feedback of the 

users on the products as well as the metadata of the products to generate consistent 

representations for the user-product relationships. The user-product relationship 

expansion with consistency creates a significant impact on the personalized 

recommendations. The             SC-HR approach utilizes implicit feedback such as 

the click-rate information to resolve the cold-start user constraint when there is a 

lack of feedback on the products. By applying the deep autoencoder, the SC-HR 

approach transforms the high-dimensional representation to low-dimensional 

representation with the potential information from the learning of the user and 

product features. Finally, the SC-HR approach determines the user preferences for 

the consistent and complete representation of the user-product relations and 

suggests personalized products. Thus, the experimental results demonstrate that the 

SC-HR approach yields 84.2% precision in the Amazon product recommendation 

system. 

 

Keywords: Hybrid Filtering, Deep Autoencoder, Product Recommendation, E-

commerce, Sparsity, Cold-start, Click-rate, and Personalized Recommendation. 

 

1. Introduction 

With extensive access to e-commerce sites and Web technologies, people often suffer from the 

massive amount of digital information over the Web. Over the past decades, the recommender 

http://philstat.org.ph/
mailto:nirupmachauhan27@gmail.com
mailto:abid.hussain@cpur.edu.in


Vol. 71 No. 3s 2 (2022) 

http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 

2326-9865 

1877 
 

system [1] has provided a significant commercial value for the information overload problem 

by assisting the users in finding their relevant information within a reasonable time from the 

abundance of the data. The main objective behind the recommender system is to utilize the past 

preferences of the users to predict the interests of the users in the future [2]. In the Internet 

industries, Amazon, YouTube, and Netflix have been widely utilized the recommendation 

models to provide personalized recommendations for their users based on the profile of the 

past activities of the users in the corresponding sites. Collaborative filtering, content filtering, 

and hybrid filtering methods are the three main categories of the recommendation model. With 

the increased pervasiveness among the user-item interactions, collaborative filtering-based 

recommendation approaches [3] have gained significant attention in addressing the data 

sparsity over the content-based methods. However, traditional collaborative filtering methods 

have been encountered difficulties in improving the precision of the recommendation. In 

addition, collaborative filtering based recommendation often suffers from obtaining the profile 

information in the e-commerce sites due to the comparatively sparse profile information of the 

users than the social networks. Hence, it is essential to precisely extract the user preferences 

from the feedback of the users and available user and item features [4, 5]. 

In e-commerce sites, users provide a few ratings or reviews about the products, creating 

implications for the recommender systems. The data sparsity [6, 7] is an ever-increasing 

challenge due to the available ratings on the partial amount of products over the millions of 

products. Also, recommender systems often meet the cold-start user and cold-start item 

constraints while applying the collaborative and content-based filtering models. To resolve 

these shortcomings, the existing recommender systems have applied hybrid filtering models to 

suggest personalized recommendations. Despite this, the recommender system still faces data 

sparsity and cold-start constraints especially, in e-commerce sites. The conventional 

researchers have presented the different developments in the recommendation models by 

applying the deep neural networks [8, 9]. In recommender systems, autoencoders [10] have 

been widely used by researchers to handle the data sparsity with the learned knowledge of the 

user presentation and item representation. However, it is difficult to alleviate the data sparsity 

and cold-start user constraints in the product recommendation model. Thus, this work focuses 

on developing the recommendation model with the hybrid filtering and the deep learning 

models from the analysis of the textual and non-textual feedback as well as the metadata of the 

products. Moreover, the SC-HR approach analyzes the user's click rate to handle the cold-start 

user constraint during the preference extraction. Hence, it effectively handles the data sparsity 

and cold-start constraints even when there is a lack of profile information in the e-commerce 

sites.  

The major contributions of the Sparsity and Cold-start-aware Hybrid Recommender (SC-HR) 

methodology are presented as follows. 

• This work designs the hybrid recommender system using the deep learning model to 

suggest the user preferred products even when there is an inadequate amount of 

knowledge regarding the users and products. 
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• Applying the content-based recommendation procedure along with the analysis of the 

implicit feedback as the click-rate information overcomes the shortcomings in the 

collaborative recommendation model for the e-commerce site and improves the quality 

of the recommendations. 

• In addition to the hybrid modeling, the SC-HR approach employs the deep autoencoder 

model to transform the high-dimensional data into the low-dimensional data to resolve 

the sparsity constraint. 

• Moreover, the combination of the features from the hybrid approaches along with the 

unsupervised deep learning model facilitates the prediction of the user preferences on 

the products. 

• Thus, the experimental results illustrate that the SC-HR approach outperforms the 

existing hybrid recommendation model with the improved quality of the personalized 

product recommendation.  

2. Related Works 

This section reviews the conventional researches in the recommendation system for the data 

sparsity constraint. In addition, it surveys several deep learning-based recommendation 

approaches. 

2.1.Recommendation Approaches in Addressing Sparsity Constraint 

The multi-type auxiliary implicit feedback-based recommendation model [11] addresses the 

data sparsity by generating the target data with the help of the nearest neighbors and linear 

regression model. Learning the correlations between the target and auxiliary feedback 

generates new target feedback and computes the confidence of the generated data using the 

ranking method to suggest the recommendations. Mobile Sparse Additive GEnerative (Mobi-

SAGE) model [12] considers the user interests and the user privacy preferences for the 

categories to suggest the mobile applications to the users. Moreover, the Mobi-SAGE model 

jointly learns the visual content and textual content associated with the mobile application to 

resolve the data sparsity constraint during the recommendation. The research work [13] 

measures the reliability for the recommendation in three different perspectives, such as the 

user-based, item-based, and rating-based reliability measures. It enhances the users’ rating 

profiles based on the reliable ratings in user-based reliability measures. 

Moreover, it applies the item-based reliability measure and generates the target rating profile 

with the highest reliable items, which enforces the similarity computation between the users 

and unknown or new items and suggests the desired items to the users. The noise correction-

based approach [14] handles the highly sparse environment in the recommender system by 

predicting the unrated items using noise-free data. Moreover, it determines the noise ratings by 

classifying the users and items into the strong, average, and weak classes. An enhanced data 

sparsity reduction model [15] applies the bi-separated clustering algorithm to build the bi-

clusters of the rating matrix for the users and items with the assistance of the rating 
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classification. By employing the bi-mean imputation algorithm, it imputes the missing ratings 

with the mean values in the bi-clusters and predicts the cold items for the new rating matrix 

through the collaborative filtering-based recommendation. The neighborhood reduction model 

[16] addresses the data sparsity and new user cold start problems by removing the redundant 

users from a set of neighbors of a new user with the assistance of the Covering Reduction 

Collaborative Filtering (CRCF) algorithm. It ignores the redundant elements for each new user 

while predicting the rating score for the unrated items and suggests the items with the highest 

rating score for a new user.  

Fusion collaborative model based recommendation approach [17] presents the multi-factor 

similarity model along with the global rating information to capture the linear and non-linear 

relationship between the users. By integrating the local relations of the users with the global 

rating optimization, it handles the extremely sparse data and improves the robustness and 

prediction accuracy in the recommendation model. Burger recommendation model [18] 

resolves the data sparsity by utilizing the knowledge from the user preferences on similar items 

particularly, the pizza. It employs the variational autoencoder collaborative filtering in the 

cross-domain to improve the quality of the recommendation based on the user-item interactions 

and product of experts architecture. The hybrid recommendation model [19] applies the profile 

expansion technique and addresses the cold start issue with the consideration of the 

demographic information of the users along with the rating information. Moreover, it expands 

the rating profiles of the users using the strategies of the Global Most-Rated (GMR) and Global 

User-Local Clustering (GUC) to improve the performance of the recommender system. The 

electronic product recommendation model [20] utilizes contextual information through the 

sentiment analysis of the textual reviews of the users on products. By incorporating the 

knowledge from the sentiment score, it addresses the sparsity constraint in the scenario of the 

inadequate rating values on the products. However, it fails to resolve the sparsity constraint 

when there is the existence of new users and new products in the recommender system. 

2.2.Recommendation Approaches Using Deep Learning 

The deep hybrid recommendation model [21] integrates the stacked denoising autoencoders 

with neural collaborative filtering to learn the features of both the users and items. By exploring 

the implicit feedback of the users and items, it improves the preference predictions through the 

Generalized Matrix Factorization (GMF++) and Multi-layer Perceptron (MLP++) learning 

models. The deep Collaborative Filtering (DeepCF) model [22] presents the Collaborative 

Filtering Network (CFNet) with the assistance of the vanilla MLP model. It employs 

representation learning and matching function learning to learn the low-rank user-item 

relations. Sequential Deep Matching (SDM) model [23] analyzes both the short and long-term 

behaviors of the users to design the large-scale recommender system. By applying the multi-

head self-attention and gated fusion modules, it examines the short-term session behaviors and 

long-term preferences respectively to suggest the successive items for the users from their 

sequential behaviors.  

The correlative Denoising Autoencoder (CoDAE) approach [24] explores the correlations 

among the multiple roles of the users to handle the sparse rating information in the social 
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networks through robust representations. It separately utilizes three autoencoders with the 

regularization term for learning the three roles of user features involving the truster, trustee, 

and rater, respectively. The product recommendation model [25] employs the Capsule 

Networks (Caps) and Matrix Factorization (MF) to represent the document. It represents the 

textual description through Bi-directional Recurrent Neural Network (Bi-RNN) stacked with 

the Capsule network and thus, recommends the user preferred items with the help of the 

Probabilistic Matrix Factorization. Model-based Collaborate Filtering Algorithm based on 

Stacked AutoEncoder (MCFSAE) approach [26] handles the sparsity problem by transforming 

the rating matrix into the high-level low-dimensional representation equivalent to the number 

of ratings. Consequently, it predicts the unknown ratings for the users on the items by utilizing 

the high-level features in the softmax classification model.  

3. Problem Statement 

With the rapid emergence of numerous new products or services in the commercial market, 

recommender systems often confront data sparsity constraints. The user-based collaborative 

filtering model suffers from the new user cold-start and data sparsity constraints during the 

recommendation. In addition to the emergence of new products, suggesting personalized 

recommendations for the new users through predictions is impossible due to the inadequate 

amount of data for the cold-start users. In addition, the lack of utilizing the advantage of the 

beneficial relationships among the users and products leverages the inaccurate 

recommendations. Hybrid recommender systems fail to extract the potential representations 

only from the input knowledge over the high-dimensional data. Owing to the increased 

diversities among the users and the change of users' interests over time, determining the user 

preferences on a particular product is a challenging task. In addition, suggesting the desired 

products to the new users is arduous on the e-commerce site due to the lack of profile 

information of the user in the e-commerce sites. The lack of analyzing the implicit feedback in 

the e-commerce site fails to recommend the desired products to the cold-start users. Even 

though deep learning-based recommender systems extract the implicit contexts, the lack of 

analyzing the explicit contexts reduces the quality of the recommendations. Hence, it is 

essential to utilize the metadata to extract the user preferences for the recommendation even 

when there is sparse data. 

4. Outline of the Proposed Model 

This section describes the primary processes involved in the SC-HR approach, which are 

discussed as follows. 

Text Preprocessing and Relationship Extraction: The SC-HR approach initially applies the 

natural language and text preprocessing procedure to preview text and the metadata description 

of the product. Moreover, it measures the similarity between the users and products from the 

users’ ratings on the products and metadata of the products and generates the similarity score.  

Data Sparsity Reduction: The SC-HR approach targets mitigating the sparsity level in the 

input user-product-rating data. To accomplish this, it utilizes the review information to 
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determine the interests of the products and represents the input dataset with the help of the deep 

autoencoder. 

• Rating and Review-based Sparsity Handling: To handle the sparsity in the 

recommender system, the SC-HR approach analyzes the sentiment polarity of the 

product reviews to reduce the sparsity level. It enriches the input user-product-rating 

data with the integration of the sentiment score of a particular user on the corresponding 

product to generate feedback in the form of the numerical score even when rating 

information is absent. 

• Deep Autoencoder-based Sparsity Handling: In subsequence, the SC-HR approach 

represents the enriched data with the assistance of the deep autoencoder model to 

transform the low-level data representation into the high-level representation of the user 

interests in the products. By generating the normalized values of each user on the 

products from the knowledge of partial feedback information, it resolves the data 

sparsity in the recommender system.  

Resolving Cold-Start Item Constraint: In the recommender system, the SC-HR approach 

handles the sparsity generated by the new users in addition to the sparsity created by the 

existing users or customers. Instead of only analyzing the explicit feedback of the ratings and 

reviews of the users on products, it utilizes the metadata of the products such as the product 

description, brand, title, and category to determine the similar products. Thus, the SC-HR 

approach computes the interest of the user on the new product, which ensures the addressing 

of the cold-start item constraint. 

Resolving Cold-Start User Constraint: Instead of recommending the desired products to the 

existing users in the e-commerce site, the SC-HR approach suggests the desired products to the 

new users. By utilizing the click-rate score on the products by the new users, it determines the 

similar products and suggests them to the new users based on the product features. Thus, the 

SC-HR approach addresses the cold-start user constraint in the recommender system. 

Preference Extraction and Recommendation: Finally, the SC-HR approach extracts the 

preferences of all the users on the existing and new products and suggests the desired products 

to the existing and new users. 

Figure 1 illustrates the process of alleviating the data sparsity and cold-start constraints in the 

product recommender system. 
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Figure 1: Step-wise Data Transformation in the SC-HR Approach 

5. The Proposed SC-HR Methodology 

The proposed hybrid recommender system is targeting to resolve the data sparsity constraint in 

the recommendation model using the deep learning algorithm in addition to the advantage of 

the hybrid recommendation model. As shown in Figure 2, the SC-HR approach utilizes 

information such as textual feedback such as reviews and non-textual feedback such as ratings 

or voters in the recommendation sites, as well as the content information of the products such 
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as attributes to design the hybrid recommendation model. Even though the existing hybrid 

recommender systems utilize the content information for addressing the data sparsity in the 

collaborative filtering model, it confronts the lack of knowledge in the user-Product 

relationship patterns. In consequence, the learning model or decision-making model misguides 

the preference extraction or recommendation process even when there are the preferences of 

the users on the content-based relevant products. Hence, the SC-HR approach applies the 

unsupervised deep learning model such as the deep autoencoder model to transform the high-

dimensional data into low-dimensional data with a high level of abstraction. With the help of 

the autoencoder, the SC-HR approach generates the potential representations for the input data, 

which plays a significant role in resolving the data sparsity issue and facilitates the recognition 

of the relevant product preferences alone. Moreover, the SC-HR approach performs the concept 

of the feature combination in the hybrid recommender system model, which jointly represents 

the user and product features from both the collaborative and content-based filtering models 

and jointly learns the features using the deep learning model suggesting the recommendations. 

Thus, the SC-HR approach precisely improves the quality of the recommendation even when 

there are new users and new products that create the cold-start problem. 

 

Figure 2: Deep Learning-based Hybrid Recommender System 
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5.1. Preprocessing the User and Product Content 

Initially, the SC-HR approach applies the preprocessing steps on the textual and non-textual 

feedback provided by the users on the products on the e-commerce site. In the field of data 

mining, managing data inconsistencies through data preprocessing becomes a significant task. 

To handle the inconsistencies and improve the effectiveness of the data mining tasks, the SC-

HR approach performs the data cleansing that removes the noisy data from the raw input 

dataset. The SC-HR approach applies textual preprocessing to review data involving noise 

removal, tokenization, stemming, lemmatization, Part-of-Speech (POS) tagging, and parsing. 

In essence, noise removal includes the dates, numerical values, special characters, URLs, and 

stop-words removal. Moreover, the SC-HR approach extracts the user-Product relationship 

from the users’ ratings, reviews, and products’ metadata. It applies the similarity models 

between the users and products for ratings and product features. Equation (1) computes the 

cosine similarity between the users ‘i’ and ‘j’ for the products rated by both the users. 

Ri,pand Rj,p denotes the rating value of ith and jth user on product ‘p’, respectively.  

Sim(i, j) =  
∑ (Ri,p × Rj,p)
P
p=1

√∑ (Ri,p)
2
× ∑ (Rj,p)

2P
p=1

P
p=1

 (1) 

Moreover, the SC-HR approach computes the similarity between the products based on the 

meta attributes to find the relevant products for each user. The product similarity is based on 

the weighted average of meta attributes of the product, such as the brand, type, price, and 

features, which is calculated using equation (2). 

Sim(P1, P2) =  
∑ (S(P1, P2)pa)

iA
pa=1

×wpa
∑ wpa
A
pa=1

 (2) 

By applying Equation (2), the SC-HR approach computes the similarity score between the 

products (P1, P2) for the product attributes (pa). In equation (2), wpa denotes the weight of ath 

attributes, and ‘A’ denotes the total number of product attributes. (S(P1, P2)pa)
i
 represents the 

similarity score between the products P1 and P2 in the perspective of ath attribute over the set 

of desire or purchased products of ith user. After computing the similarity values between the 

users and products, the SC-HR approach represents the score of each user on each product with 

the combination of similarity scores.  

5.2. Unsupervised Learning-based Feature Extraction 

The SC-HR approach extracts the features to recognize the preferences of the users on the 

products through unsupervised learning. It applies the deep autoencoder and hybrid filtering 

model to extract the potential features influencing user preferences. To effectively extract the 

user desires, it handles the data sparsity constraint through sentiment analysis and the deep 

autoencoder-based representation.  

 

http://philstat.org.ph/


Vol. 71 No. 3s 2 (2022) 

http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 

2326-9865 

1885 
 

5.2.1. User-Product Relation Extraction using Autoencoder 

The SC-HR approach initially utilizes the textual feedback of the review on the product to 

handle the data sparsity for the existing users who fail to provide the ratings. The sentiment 

labels of the review assist in generating the rating score for only the unrated products by the 

previous users in the e-commerce site, which does not support the rating score computation for 

the sparse data influenced by the new users and new products. In essence, the SC-HR approach 

enriches the user-Product relation matrix with the knowledge of the reviews provided by the 

users on a particular product. By analyzing the sentiment of the review, it computes the rating 

score or preference score for the users to address the data sparsity over the user-Product 

interactions partially. Consequently, the SC-HR approach infers the ratings for all the products, 

which is more beneficial for the unrated products by the users when the users only submit the 

reviews instead of submitting the ratings for the products. Analyzing the sentiments or opinion 

from the reviews boost up the user preference extraction, that facilitates the personalized 

recommendation.  

R̂  = {
(
Ri,p  +  (Ri,p × Si,p)

2
) , if Ri,p ≠  NaN

2 × 𝑒Si,p , if [Ri,p = NaN]&&[i ≠ iNew]&&[P ≠ PNew]

 (3) 

Equation (3) computes the new rating score (R̂) for the users using the sentiment score of the 

review provided by the ith user on product ‘P’ (Si,p). Thus, the SC-HR approach effectively 

updates the rating score in the user-Product relations using equation (3).  

In addition to the review-based data sparsity in the user-Product relations, the SC-HR approach 

handles the data sparsity occurred by the new users and new products using the deep 

autoencoder. The proposed recommendation model applies the deep autoencoder to represent 

the sparse data for the preference extraction. The deep autoencoder is an unsupervised learning 

model that performs the data compression and reconstruction of the compressed or reduced 

data for the identical representation of the input data. It applies the backpropagation with the 

target of the lossless generation of the data for the input data. The main objective of the deep 

autoencoder is to generate the low dimensional representation of data with respect to the 

reconstruction error between the original user-Product relations and the reconstructed user-

product relations. To resolve the data sparsity in the recommendation model, autoencoders 

have been widely used to reduce the data dimensions, noise removal, and feature extraction. 

The SC-HR approach employs the deep autoencoder to transform the original high-dimensional 

and inconsistent input to the low-dimensional and consistent user-Product relation 

representation without the missing rating information. In the e-commerce sites, the users are 

reluctant to provide feedback on products, and the new users and new products fail to provide 

and have feedback information, respectively, which causes the data sparsity while representing 

the user-Product relations. In the SC-HR approach, the encoder transforms the high-

dimensional input data X={X1, X2,..., Xn} into a low dimensional hidden representation of the 

user-product relations. ‘X’ refers to the relational matrix of the users and products in the 

perspective of preference score from the knowledge of the ratings, reviews, and metadata. 
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Hence, the SC-HR approach generates the low-dimensional reconstructed data with the 

assistance of the deep autoencoder.  

5.3. Preference Extraction and Recommendation 

To precisely extract the preferences, the SC-HR approach performs the hybrid filtering that 

combines the low-dimensional representation of the user-Product relations with the knowledge 

of the metadata of the products. It applies the collaborative filtering model through the deep 

autoencoder-based low-dimensional representation and applies the content-based filtering to 

enhance the user-Product relation representation further. By mapping the users and products 

with the metadata of the products, the SC-HR approach augments the representation of the 

user-Product matrix with the inherent preferences of the users on the products. The main 

objective behind the hybrid filtering-based recommender system is to extract the preferences 

of the users particularly, for the new products using the content-based filtering even when the 

collaborative filtering model results in the low-dimensional representation using the deep 

autoencoder. The hybrid filtering model addresses the shortcomings in the domain knowledge 

analysis in the collaborative filtering and the similar users’ preferences analysis in the content-

based filtering models.  

The SC-HR approach computes the desired score for each user on the product using equation 

(4), which is based on the content-filtering knowledge along with the click-rate on the product 

(Ci
P). Instead of utilizing the users’ profile information, it exploits the click rate to compute the 

desired score of the product for the new user. Moreover, the SC-HR approach utilizes the rating 

information from similar users to handle the missing ratings, which the deep autoencoder 

model further reconstructs. Hence, the deep autoencoder-based representation and click-rate 

consideration belong to the collaborative filtering model. In equation (4), the SC-HR approach 

computes the preference score for the ith user on the Pth product with the scenario of new 

product and new user in the e-commerce site with reference to equation (2).  

D(i, P)  =  

{
 
 

 
 

∑

[
 
 
 
 
∑ (S(PNew,P)pa)

iA
pa=1 ×wpa

∑ wpa
A
pa=1

M − 1

]
 
 
 
 

P∈M

, if P = PNew

Ci
P̂, if i = iNew

 (4) 

 

To compute the click-rate score (Ci
P̂) in equation (4), the SC-HR approach applies equation (5) 

with the analysis of the click-rate score of the new user on all the products. The new user only 

clicks a few of the products within a short period. Even the e-commerce site contains numerous 

products that are relevant to the new user. Hence, the SC-HR approach generates the preference 

score on all the products based on the knowledge of products’ metadata in the clicked products 

of the new user using equation (5).  
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CiP̂  =  

{
 
 

 
 

α × Ci
P, if P = P(Ci

P ≥ 1)

∑

[
 
 
 
 
∑ (S(PC(i),P)pa)

iA
pa=1

×wpa
∑ wpa
A
pa=1

K

]
 
 
 
 

P,K∈M

, if P = P(Ci
P = 0) 

 (5) 

 

In equation (5), ‘K’ denotes the number of clicked products by the ith user in the e-commerce 

site. ‘α' refers to the normalized parameter for the click-rate score, assigned as 0.01. Moreover, 

the SC-HR approach estimates the preference of each user on the products with the consistent 

and complete user-Product relation dataset structured from the hybrid filtering-based 

preference extraction. By examining the latent relationships between the users and products, 

the SC-HR approach significantly improves the quality of the preference prediction with the 

assistance of the deep learning model. From the results of the predicted preference score on the 

products, the SC-HR approach recommends the personalized set of products for each user in 

the e-commerce site.  

6. Experimental Evaluation 

To exemplify the performance of the recommendation model, the experimental framework 

evaluates the SC-HR approach with the Sparsity-aware Contextual Recommender (S-CR) 

model [20] on the recommendation test dataset. 

6.1. Experimental Setup 

The experimental framework implements the proposed recommendation model on Ubuntu 

16.04 64-bit machine with a 3GHz Intel CPU and 16GB memory. It implements the deep 

learning-based hybrid recommendation model using the Python programming language. In 

particular, to conduct the experiments of the text processing and the deep learning models, the 

experimental framework employs the python libraries with the python version 3.6.8. The 

experimental model uses the publicly available Amazon Product recommendation dataset [27] 

that comprises the ratings, textual reviews, and metadata to test the hybrid recommendation 

model. The experimental model utilizes the Software products as the test dataset from the 

Amazon product review dataset. The Amazon Software product consists of three files related 

to the software product, such as the core data, ratings, and metadata. In the test dataset, the core 

data contains 12,805 core data in which each user and product has at least five reviews. 

Whereas the rating file comprises 4,59,436 instances, and product metadata consists of 26,815 

instances. From the 12,805 data, the experimental model tests the 1316 unique users on 343 

unique products with new users and new products. Product metadata incorporates the product 

description, price, brand, category, package type, size, and so on. Also, the experimental model 

generates the synthetic click-rate data for the users on the products to implement the proposed 

algorithm. 
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6.1.1. Evaluation Metrics 

To validate the quality of the recommendation methodology, the experimental framework 

employs the decision support methods of precision and recall metrics and error-based methods 

of MAE and RMSE metrics. The experimental model tests the relevant items to be 

recommended for each user from the perspective of the timestamp of the product by a particular 

user or their similar users in the recommender system. 

Precision: It is the ratio between the number of correctly suggested products based on the 

timestamp and the total number of suggested products for a particular user. 

Recall: It is the ratio between the number of correctly suggested products based on the 

timestamp and the total number of products to be suggested for a particular user. 

To measure the error rate in the product recommendation, the experimental model utilizes the 

MAE and RMSE metrics. 

Mean Absolute Error: It measures the deviation of the predicted values (yi’) by the 

recommendation model from the actual values (yi). ‘n’ refers to the total number of ratings of 

the ith user on the jth set of products. 

MAE=
1

n
[∑|y

i,j
-y

i,j
' |

i,j

] 

Root Mean Square Error: It measures the error between the actual rating values and predicted 

rating values.  

RMSE=√
1

n
∑(y

i,j
-y

i,j
' )

2

𝑖,𝑗

 

6.2. Experimental Results 

The evaluation model compares the performance of the proposed recommendation approach 

with the existing recommendation approach with the help of different performance metrics for 

the different scenarios. 

6.2.1. Performance of MAE 

 

Figure 3: Comparative Performance of MAE in the SC-HR  
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Figure 3 depicts the MAE of the Hybrid Filtering (HF), Deep AutoEncoder (DAE), and the 

proposed SC-HR approach with DAE-HF of recommendation model for the Amazon software 

product dataset. As shown in Figure 3, only the hybrid filtering-based recommendation model 

achieves a higher MAE value as 3.03 when there is the existence of new users and new 

products. In essence, when the number of 1316 unique users including 17 new users and 343 

unique products including 8 new products, the hybrid filtering-based proposed SC-HR model 

obtains the MAE value as 0.02 only whereas, the DAE model for the same test dataset yields 

0.5 of MAE. As a result, the combination of the DAE and HF in the proposed SC-HR approach 

comparatively reduces the MAE and leverages the recommender model to suggest the relevant 

products to the users.  

6.2.2. Sparsity Level 

 

Figure 4: Comparative Performance of Resolved Sparsity Constraint 

Figure 4 illustrates the level of sparsity constraint resolved by the proposed and existing models 

for Amazon’s software product dataset with 1316 users and 343 products. The sparsity level 

measures the percentage of available ratings in the dataset for combining the users and 

products. The sparsity level linearly decreases with the enrichment from the raw input data to 

the deep autoencoder-based data representation. By contextually resolving the sparsity from 

the perspectives of the users’ ratings and reviews, the proposed SC-HR approach alleviates the 

sparsity level from 98% to 0% and facilitates the accurate recommendation. For 1316 users and 

343 products, even though the rating and review-based enriched data focus on handling the 

sparsity constraint in the product recommendation model, the sparsity level in the existing S-

CR data is 98% due to the lack of handling the sparsity for the new users and new products. In 

addition, it fails to support the handling of the sparsity when the user has only one rating and 

review on the product. The proposed deep autoencoder-based data representation retains the 

user-product data with minimum sparsity compared to the existing dataset. The proposed SC-

HR approach updates the rating information in the input dataset with the assistance of the 

sentiment score of the user on the product reviews. Moreover, to resolve the data sparsity in 

the user-product relationships, the proposed approach models the deep autoencoder for high-

level data representation and reduces the sparsity level. 
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6.2.3. Precision and Recall 

 

Figure 5: Performance of Precision and Recall 

Figure 5 shows the precision and recall of the proposed SC-HR approach. The proposed SC-

HR approach obtains 84.2% precision by analyzing the ratings and reviews of the users and 

metadata of the products to extract the preferences of the users. Moreover, the proposed SC-

HR approach applies the deep autoencoder to transform into the high-level representation of 

the sparse input data. The recall performance of the proposed SC-HR is depicted in Figure 5. 

The proposed SC-HR approach yields 74.9% of recall by greatly utilizing the knowledge from 

the feedback of the users and metadata of the products. By testing the previously preferred 

products by the user, the proposed approach generates the recommendations that are preferred 

in the future product list and yields accurate recommendations. Instead of suggesting the rated 

products by a particular user, it recommends the most relevant products in the perspective of 

users and product relevance through hybrid filtering. Thus, the proposed SC-HR approach 

accurately recommends the products to the users by applying the deep learning-based hybrid 

filtering and handling the cold-start user and cold-start product constraints in the e-commerce 

dataset. 

6.2.4. Comparison of RMSE 

 

Figure 6: Comparative Performance of RMSE 

http://philstat.org.ph/


Vol. 71 No. 3s 2 (2022) 

http://philstat.org.ph 

Mathematical Statistician and Engineering Applications 

  ISSN: 2094-0343 

2326-9865 

1891 
 

Figure 6 depicts the RMSE of the proposed SC-HR as well as the existing S-CR approaches. 

As illustrated in Figure 6, the proposed SC-HR approach obtains a negligibly higher RMSE 

value than the existing S-CR approach. In essence, for the sparsity level is 98%, the proposed 

SC-HR approach yields the RMSE value as 1.05, whereas the existing S-CR approach obtains 

1.02 of RMSE due to the utilization of metadata for the relevant products. Even though the S-

CR approach outperforms the proposed SC-HR approach in terms of RMSE value, the SC-HR 

approach suggests the relevant products to the new users even when there are new products. In 

contrast, the existing S-CR approach only utilizes the ratings and reviews of the users, which 

fails to recognize the user interests in the products for the new users and new products. In 

addition, the validation of the existing model with the collaborative filtering handles the 

sparsity constraint and predicts the ratings for the recommendation whereas, the proposed SC-

HR approach validates the predicted values for the hybrid filtering results. Due to the lack of 

actual rating values for the new users and new products, the proposed SC-HR approach obtains 

a comparatively high RMSE value than the existing S-CR approach.  

6.2.5. Comparison of MAE 

 

Figure 7: Comparative Performance of MAE  

The MAE performance of the proposed SC-HR and existing S-CR approaches are illustrated 

in Figure 7 while testing the recommendation model for the Amazon product dataset with 98% 

of data sparsity. The recommendation model without handling the sparsity and cold-start 

constraints, misguide the suggestion of irrelevant products to the users or inaccurate rating 

prediction due to the lack of adequate knowledge for the user interests’ on the products. The 

MAE value of the proposed SC-HR approach is minimum as 0.02 even when there is a higher 

sparsity level. In contrast, the existing S-CR approach increases the MAE value to 1.01 due to 

the lack of addressing the cold-start constraints. In essence, the existing S-CR approach fails 

to handle the sparsity when there is a lack of rating and review information for the users on the 

products. Even though the existing S-CR approach performs the sentiment analysis on the 

reviews to resolve the data sparsity constraint, it fails to transform the complete user-rating-

product data, which leads to inaccurate recommendations. Moreover, the SC-HR approach 

enhances the representation of the sparse user-product dataset with the help of the deep 

autoencoder model, which leverages the accurate preference extraction.  
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7. Conclusion 

This paper presented the hybrid recommendation model using a deep learning algorithm to 

address the data sparsity and cold-start problems in the recommender systems. In addition to 

the hybrid filtering, the SC-HR approach has considered the implicit feedback and the explicit 

feedback of the users on the e-commerce sites. By applying the deep autoencoder model, it has 

transformed the high-dimensional representation of the user-product relationship into the low-

dimensional representation. The content-based filtering has resolved the difficulty in extracting 

the user preferences on the new products. Moreover, it has utilized the implicit feedback of the 

click-rate information in the e-commerce site to suggest personalized products to the new user. 

Thus, the SC-HR approach has predicted the user preferences using the deep learning algorithm 

and ensured the personalized recommendation. The experimental results have illustrated that 

the SC-HR approach has yielded 84.2% of precision and obtained 0.99 minimal MAE value 

than the existing S-CR approach. 
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