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Abstract—Machine learning is becoming popular recently for real-time dynamic 

monitoring of existing systems. 1939 his process requires previous historical 

recorded dataset for model training and current measurements for testing. However, 

these are not readily available in large infrastructure projects like power distribution 

networks, especially in developing countries. There is no existing infrastructure for 

condition monitoring and data transmission in power distribution networks and a 

big budget is required to deploy legacy communication systems. To fill this gap, 

this paper presents a Low Power Wide Area Network (LPWAN) capable of 

condition monitoring of power distribution transformer to enable connectivity to 

the Internet of Things (IoT). In the proposed LPWAN, sensors are employed in a 

wireless mesh network (WMN) to monitor and diagnose distribution transformer 

conditions for reliable operation of the distribution grid. Very critical operation 

indicators like load current, winding temperatures, oil temperature, and oil level 

status of each distribution transformer are transmitted to a LoRa gateway via 

distributed sensor networks in urban areas. This data is then sent to the control 

center through conventional internet connectivity. 

Keywords – Condition monitoring, distribution transformers, distributed sensor 

network, Internet of Things, LoRa. 

 

 

I. INTRODUCTION 

Big Data and machine learning are becoming very popular to find efficiency gains in 

established processes. These tools require vast amounts of training data that must be collected 

first. This can be easily achieved in high-tech processes, where everything is connected to a 

controller. But in “low-tech” areas this can be a very challenging task, especially in big 

infrastructure projects like pipelines or transmission lines. Usually there are no existing 

networks for data transmission and a big budget is required to implement a new one. For 

developing countries, it is difficult to establish this infrastructure and a new way of acquiring 

data is urgently needed. 

Today many (legacy) wireless transmission systems exist, but their range is mostly very limited. 

In the last decade some technologies have been developed to close this gap. Out of these, the 

LoRa protocol is very promising, allowing distances of up to 10 kilometers under line-of-sight 

conditions. But even this is not sufficient to cover long stretches of infrastructure like power 

distribution transformers, which are mostly in urban areas. To overcome this problem a mesh-

network based on the LoRa protocol is proposed in this paper. 

The aim of this paper is to develop such a wireless sensor network, that is inexpensive and 

covers far stretching infrastructures such as electrical power network systems. 

In electrical power systems, energy is generated, transmitted, and distributed to the end users 

in real-time. As a result, real-time condition monitoring is very critical for continuous operation 

of power systems. In the power distribution subsystem, distribution transformers are very 
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critical [1], heavily used in the power distribution network to distribute power to end users. 

Usually, power transformers are designed to operate for 25-40 years by their manufacturers, 

but sometimes they fail earlier [2]. Any failure of a distribution transformers can affect many 

consumers and incur huge financial losses to the utility company. It is therefore extremely 

important to continuously monitor and control the distribution transformers, to avoid 

transformer failures [3], [4]. To stretch the operational lifetime of distribution transformers for 

years, it is very important to operate them under the rated nameplate conditions [5], [6]. 

Distribution transformers are conventionally protected by differential protection schemes to 

detect abnormalities [5], [24]. But this scheme does not have a mechanism for early detection 

of distribution transformer failures. 

Recently, electricity demand is growing in developing countries like Ethiopia due to high 

demand associated with population growth and urbanization as well as economic growth. To 

cope with continues growth, new power plants with new transmission and distribution networks 

are being built in different areas based on a variety of renewable energy sources. However, 

with all these developments at hand, the customers are currently not provided with reliable and 

continuous electric power. Some of the causes are related to distribution power transformer 

overloading [7] or overheating of the transformer oil [8]. The failures of transformers can have 

a big impact on the whole grid, as the power grid requires a fine balance. With these frequent 

power outages, the transformer failures are not only a nuisance to the residents, but also limit 

the development of the country’s economy.   

In this paper, a LoRa WMN is presented as a novel solution for developing countries, to solve 

the challenges observed in power distribution networks. IoT enabled distributed wireless sensor 

networks can be utilized to efficiently monitor the conditions of distribution transformers and 

overload management. As a result, it is enabling improved grid management for utility 

companies. 

 

II. LPWANS AND LORA TECHNOLOGY OVERVIEW 

A. LPWAN networks 

A Low Power Wide Area Network (LPWAN) is a network designed for long range 

communication while using little power. LPWAN technology is supporting the growth of the 

Internet of Things, because it enables communication with distant nodes while still offering 

low power and low-cost communication characteristics [9], [10]. NB-IoT (Narrowband IoT), 

LTE-M [11], SigFox [12] and LoRaWAN [13] are among the main LPWAN technologies. The 

main difference among them is related to the cost of licensing the technology. The NB-IoT 

network is a reduced version of commercial LTE (Long Term Evolution) networks and 

therefore easily deployable by cellular service carriers. SigFox needs a network operator and 

requires a subscription with the Sigfox network operator. Unlike Sigfox and NB-IoT, 

LoRaWAN does not need any subscription for the use of the network. LoRaWAN is an open 

standard wireless technology that allows users to set up the infrastructure needed for its 

operation. 

B. LoRa Physical layer 

LoRa is acronym for low power and long range, and it enables to communication over long 

distances with a low energy consumption. It is a physical layer modulation which was 

developed and patented by Semtech. LoRa uses wide band sub-GHz frequency bands using 
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chirp spread spectrum (CSS) [15] to modulate signals, which allows it to cover long distances 

with low levels of interference [14]. LoRa networks operate in the unlicensed ISM (Industrial, 

Scientific and Medical) bands, i.e., 868 MHz in Europe, 915 MHz in Australia and North 

America, and 433 MHz in Asia [15]. This allows private networks to be established and 

requires a lower cost (compared to other LPWANs) for setting up. 

The LoRa physical layer can be configured by selecting carrier frequency (CF), code rate (CR), 

spreading factor (SF), and bandwidth, to manage power consumption, transmission range and 

noise resilience [16]. LoRa technology gives the user the opportunity to sacrifice data rate for 

a better maximum range by varying the spreading factor of the transceiver.  

C. LoRaWAN Technology 

LoRaWAN is a network standard that allows the creation of an LPWAN that uses the LoRa 

modulation on the physical layer. To support the development of LPWANs based on LoRa, the 

LoRa Alliance was founded in 2015 and released the first version of the LoRaWAN protocol 

stack.  

A LoRaWAN network is defined by a unique network identifier called NetID, that is 24 bit 

long and is assigned by the LoRa Alliance. This network consists of end nodes, LoRaWAN 

gateways, a network server, a join server, and an application server. Only the end nodes and 

the LoRa Gateway communicate using the LoRa physical layer. All the other communication 

is done with conventional internet protocols. The end nodes periodically send their data, this 

data is received by one or more LoRaWAN gateways who forward this data to the network 

server. Depending on the type of message, the network server forwards the message to either 

the join server or the application server, it is therefore the end point of communication on layer 

2. It also controls the data-rate and frequency of each end node to optimize the transmissions 

[17]. An overview of this structure is shown in Fig. 1. 

 

 
Fig. 1. Schematic structure of a LoRaWAN network 

 

Conventionally, LoRaWAN is organized in a star architecture with gateways at the center, 

these relay messages between the end nodes and the application server. It is a protocol for 

medium access control (MAC), which was specifically designed with internet of things (IoT) 

applications in mind. LoRaWAN nodes are not bound to a specific gateway, their transmissions 

are being received by all gateways in range. LoRaWAN also introduces features, such as imply 

adaptive data rate (ADR) by varying the code rate (CR) and spreading factor estimations. It is 

designed to run on unlicensed radio frequency bands; therefore, some limitations are imposed 

on the transmission duty cycle. These are defined by the local administrations in each region, 

ETSI (European Telecommunications Standards Institute-Sophia-Antipolis, France) and FCC 

(Federal Communications Commission - Washington, DC, USA). In Europe a duty cycle of 
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less or equal than 1% is required for all sub-channels. 

III. SYSTEM ARCHITECTURE 

This paper proposes a wireless mesh network (WMN) monitoring architecture for power 

distribution transformers that are distributed in a large geographical. A WMN is a 

communication network made up of radio nodes organized in a mesh topology instead of the 

star topology used in most of the LPWANs. The main difference to the star topology is, that 

every node can have multiple links and these links are not only to the gateway, but also to other 

nodes. This allows nodes that do not have a direct connection to the gateway to establish a 

connection via other nodes that it has links with. This is different to LoRaWAN, where the 

nodes rely on a direct communication with the LoRaWAN gateway. The difference between 

these topologies is displayed in Fig. 2. 

Due to the mesh topology of the proposed network, a routing protocol is needed. A good routing 

algorithm is very important for the network, as it also reduces the number of transmissions. 

This is beneficial in two ways; it decreases the energy consumption of the nodes allowing 

longer battery life for the sensor nodes. The other benefit is a decreased duty cycle of the overall 

network, which allows a higher number of nodes or more frequent measurements. In this paper 

a location-based routing algorithm is used as routing protocol. The problem with this approach 

is the need to know the exact position of the current node, as well as the position of all 

neighbouring nodes. With moving nodes this quickly becomes a very challenging task, but for 

static networks like in this paper, this approach can be an effective routing algorithm. 

 

 
Fig. 2. Sample networks with a star topology (a) and a mesh topology (b). 

 

IV. EXAMPLE SCENARIO 

Power distribution transformer is one example of typical large infrastructure that is randomly 

distributed over vast areas that are far apart, mostly in urban areas with big buildings. Because 

of this not all points of interest will have a direct link to the control central. Furthermore, 

because of their distribution location and analog nature they usually have no existing network 

connectivity with the control centre. 

With these requirements, a LPWAN mesh network is developed in this paper. The main goal 

is to enable the monitoring of distribution transformers, that are hard to cover using networks 

with star topology due to their distribution from control centre. The data to be transmitted is 

assumed to be less than 100 bytes and the monitoring interval not smaller than 5 minutes. The 

network will carry these packets over multiple hops towards a central gateway, that provides 

connectivity to a server, where the data can be evaluated. Fig. 3 shows a possible distribution 
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transformer placement scenario in in an urban setting.  

 
Fig. 3. Example scenario of distribution transformers in an urban setting, with the control 

centre marked with red. 

 

V. STRUCTURE OF PROPOSED NETWORK 

LoRa was chosen as the target technology, as it is the LPWAN technology with the most open 

architecture, both hardware and software. Only the LoRa modulation is used, all LoRaWAN 

functionality is omitted and replaced by a custom protocol. But the channel used will be in the 

same ISM bands around 868MHz as LoRaWAN, to allow the use of existing hardware as well 

as avoiding licensing costs. LoRa transceiver modules have been widely adopted for many 

industry applications. This offers a great choice to find suitable hardware for testing later. 

The network will be made up of two types of nodes, a central node acting as a gateway with 

continuous power and internet access as well as battery powered sensor nodes without access 

to the internet. The sensor nodes are located at the points of interest and equipped with the 

sensors to measure the properties of interest. The central nodes have more computation power 

and have a connection to the server. Because of this most of the protocol implementation shall 

be done on them. This reduces the load on the sensor nodes and makes controlling the network 

easier. 

A. Physical layer (PHY) 

On the physical layer the LoRa modulation technique from Semtech is used. As the network 

will be designed in Europe and operating in the ISM bands, it needs to obey the fair use policy. 

The main point of this policy is the one percent duty cycle limitation of each application defined 

in the European norms EN 300 220-1 [25] and EN 300 220-2 [26]. Each application can only 

be actively using the shared ISM spectrum for one percent of a given observation interval 𝑇obs. 

With the active time defined as the cumulative time of transmission 𝑇on_com the duty cycle DC 

can be calculated as 

                                        𝐷𝐶 =
𝑇on_com

𝑇obs
                                    (1) 

The timing of the transmissions inside 𝑇obs does not matter, so the device can be sending 

consecutively at the beginning of 𝑇obs and then stay silent until the next observation interval 

starts [25], [26]. When assuming an observation interval 𝑇obs = 1 day = 86400 seconds, the 

maximum transmission time is 

          𝑇o𝑛_𝑐om = 𝐷𝐶・𝑇obs = 0.01・86400s = 864s.     (2) 

This is the maximum time the application is allowed to send in each area. The area with the 

highest number of traffic will be the central node, because all the uplink packets are routed 

there. The airtime 𝑡air of each packet is mainly dependent on the spreading factor SF and the 

payload size as expressed in equation 3.  
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𝑡𝑎𝑖𝑟 = (𝑁𝑝𝑟𝑒 + 12.25 + [
8𝑁𝑝𝑎𝑦+4𝑆𝐹+28

4𝑆𝐹
] (4 + 𝐶𝑅)) 𝑇𝑠      (3) 

where 𝑁𝑝𝑎𝑦 is the number of payload bytes the packet is carrying, 𝑁𝑝𝑟𝑒 is the length of the 

preamble, 𝑆𝐹 is spreading factors, and 𝐶𝑅 is code rate [27]. 

 

With a fixed monitoring interval 𝐼𝑚𝑜𝑛 and assuming every packet reaches the central node only 

once, the maximum number of nodes 𝑁c,maxfor each cell can be calculated using as: 

                              𝑁c,max =
0.01 𝐼𝑚𝑜𝑛

𝑡𝑎𝑖𝑟
                                (4) 

With a fixed number of nodes this equation can also be used to calculate the minimum 

monitoring interval possible. When designing the monitoring application, the number of 

monitoring locations and the monitoring interval are both of interest and need to be evaluated 

together. Fig. 4 shows all possible designs for different spreading factors with a bandwidth 𝐵𝑐 

= 125 kHz, the preamble set to 𝑁pre = 12 bytes and a payload size of 𝑁pay = 26 bytes. 

 

 
Fig. 4. Area of valid application designs with SF = 7, 8 and 10, 𝐵𝑐  = 125 kHz, 𝑁pre =12 

bytes and a payload of 𝑁pay= 26 bytes. 

 

The influence of the spreading factor on the network performance can be seen. For the 

maximum interval evaluated the maximum number of nodes differs quite drastically. For SF = 

7, 182 nodes can be connected, but for SF = 10 this is reduced to only 29 nodes. It must be 

noted, that these number are only the theoretical optimum, when no packet is sent multiple 

times. In praxis this maximum number will be significantly lower due to imperfections of the 

routing algorithm. 

B. Medium Access Control (MAC) 

The protocol uses no specific MAC algorithm on the physical layer. All nodes are utilizing the 

ALOHA principle of sending at any time. When the nodes are not receiving a packet and they 

themselves have a packet to transmit, they start sending immediately. The application layer 

will introduce mechanisms to reduce the likelihood of collisions by organizing the transmission 

times of the nodes. 

C. Routing 

The routing protocol is responsible for directing the packets towards their destination. A 

centralized location-based routing algorithm was chosen for the designed network. The 

implementation of this routing algorithm is quite simple due to the static positions of the nodes, 

yet still effective. The routing algorithm will be implemented in every cell, as each cell can be 

treated as an encapsuled subnetwork. 

Every node has a parameter called distance 𝑑𝑛  that is representing its location in the cell 

relative to the central node. This distance is determined dynamically at the start-up of the 
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network by a join procedure for all deployed nodes. The logic for this is implemented in the 

central node.  

When all nodes have been assigned a distance, the setup needed for the routing protocol is 

complete. Now the nodes will relay packets that are from the same network. To improve the 

efficiency of the routing protocol, every packet is assigned a unique packet-ID called PID. 

When relaying a packet this packet-ID is stored locally for a fixed amount of time. A packet 

whose PID is already stored locally will not be relayed, because this would lead to multiple 

transmissions of the same data. Furthermore, a fail-safe is implemented, by limiting the 

maximum number of times a packet can be relayed. This maximum number of hops, 𝑁h,max , 

as well as the current number of hops, 𝑁h,cur ,is transmitted with each packet. When a packet 

is relayed, the current number of hops is increased by one. When 𝑁h,max = 𝑁h,cur the packet is 

not relayed anymore. This prevents a packet circulating around the network indefinitely and 

blocking other transmissions. 

Another problem with relaying packets in a mesh network is the multiple re-transmission of 

the same packet leading to collisions. To reduce the likelihood of this occurring, a relay window 

𝐼𝑟𝑒𝑙  was proposed. Within 𝐼𝑟𝑒𝑙 the packet can be re-transmitted at any time 𝑡trans, with each 

start time being equally likely. It is then occupying the channel for the time 𝑡𝑎𝑖𝑟 defined in 

equation 3. This means the transmission will occur within 𝐼𝑟𝑒𝑙  + 𝑡𝑎𝑖𝑟 . Neglecting the 

propagation time from the sender to the receiving nodes, all receiving nodes randomly select a 

start time 𝑡trans for relaying the packet. Such a scenario is depicted in Fig. 5. 

 

 
Fig. 5. Exemplary relay interval for two nodes without a collision 

D. Transport and Application layer 

The main purpose of the proposed network protocol is monitoring certain parameters of an 

infrastructure project. This is done periodically with the monitoring interval 𝐼𝑚𝑜𝑛 . Every 

interval lasts for 𝐼𝑚𝑜𝑛 and has the same structure. Synchronization of the nodes is needed to 

reduce the active time of the nodes while still allowing multi-hop connections The nodes are 

only active for a time 𝑇𝑎𝑐𝑡  at the beginning of the interval. The rest of the interval the nodes 

are in sleep mode to conserve battery. This means that all communication must take place in 

the active part of the interval. This part is again split into two different paths. The first part is 

reserved for all scheduled data packets from the nodes. Every node is assigned a slot in which 

it is allowed to send. All slots have the same length 𝑇𝑠𝑙𝑜𝑡 and thus the time required for all 

scheduled transmissions is 𝑇𝑠𝑐ℎ𝑒𝑑   = 𝑁𝑐𝑜𝑛  ⋅ 𝑇𝑠𝑙𝑜𝑡 , where 𝑁𝑐𝑜𝑛    is the number of nodes 

connected to the central node of the cell. After the scheduled transmission window is finished, 

the second part of the active part of the interval is reserved for unplanned transmissions like 

commands. These can only be initiated by the central node and can be used for administration 

task. The length 𝑇𝑒𝑥𝑡  of this interval is fixed at the start of the network. After the windows for 

sending commands has ended, the nodes start sleeping. To ensure the nodes are awake at the 

beginning of the next interval they wake up a bit earlier than needed. This buffer 𝑇𝑏𝑢𝑓  is 

defined at network start-up and is the same for all nodes. The structure of an exemplary interval 

with three connected nodes is shown in Fig. 7. 
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Fig. 7. Structure of a monitoring interval with 𝑁𝑐𝑜𝑛 = 3 and the time relative to the interval 

𝑡𝑖𝑛𝑡,𝑠𝑡𝑎𝑟𝑡. 

Setting up the network is done in three phases. First the nodes are registering with the central 

node and joining the cell. After this is completed the monitoring interval is synchronized with 

all nodes, and they are assigned their respective sending slot inside this interval. When all nodes 

have successfully adjusted to the interval a command is broadcast to all nodes to start sending. 

The central node waits until it has received at least one data packet from each node. After it 

has done so, the network was successfully started, and monitoring can begin. 

Once the network has been set up, the monitored data is sent to the central node. Because the 

nodes have a sending schedule, the successful reception can be checked. After 𝑡𝑖𝑛𝑡,𝑠𝑡𝑎𝑟𝑡  + 

𝑇𝑠𝑐ℎ𝑒𝑑 a receive-check is executed, and it is checked if a packet was received from all nodes 

that are currently sending. If a packet is missing, the central node is sending a command to the 

node and requesting the data to be sent again. These commands are sent inside the second part 

𝑇𝑒𝑥𝑡 of the active part of the interval. 

The transmissions in the network will be organized in packets. These packets consist of a fixed 

header and the actual payload. The header is also called overhead, because it is not carrying 

any information that the user is interested in, but it is needed for routing and other application 

specific tasks. The protocol implements different packet types for different actions the 

application needs to perform, for example the join requests. 

 

VI. SIMULATION 

To test the proposed network protocol a simulator was written in Python. With the help of this 

simulator the protocol could be easily debugged and improved. The simulator is time-based 

and works by continuously updating the entities in the simulation world. The sensor nodes were 

implemented as a world entity which were using a simulated transceiver module for 

communicating. This module keeps track of the current transmissions and can also detect 

collisions. The nodes have a logic module which is a simulation of the code that will be running 

on the hardware in the future. This allows the code to be easily changed and makes comparing 

different design easy. 

Fig. 8 shows the example scenario of section V in the simulation world. The arrows between 

the different nodes symbolize the existence of a communication link between two nodes. This 

scenario was simulated for 24 hours with a monitoring interval 𝑇𝑚𝑜𝑛 = 10 min. Furthermore, 

the influence of the static transmission error 𝑃𝑐,𝑠𝑡𝑎𝑡𝑖𝑐 was evaluated. For every value of 𝑃𝑐,𝑠𝑡𝑎𝑡𝑖𝑐 

10 simulations were done for the proposed network and a simple flooding algorithm. 
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Fig. 8. Automatically generated schematic for used scenario configuration. The arrows 

indicate possible data transmission direction between nodes. 

 

VII. RESULT AND DISCUSSION 

The simulations of the example scenario showed a promising reliability of the proposed 

network protocol. The overall packet deliver ratio (PDR) of the network was close to 100%. 

Even the node furthest away from the central node achieved a similar PDR. This is better when 

compared to a simple flooding algorithm, which is sending nearly ten times the number of 

packets. To stay under the 1% duty cycle in Europe with the chosen configuration, a maximum 

of around 15.000 packets can be sent per day. The proposed network is just shy of that limit, 

while with flooding it is exceeded by a large margin. The results of these simulations are 

analyzed using a boxplot and shown in Fig. 9. 

 
Fig. 9. Simulation results of the considered scenario with 𝑇𝑚𝑜𝑛 = 10 min. Boxplot over 10 

simulations for each value of 𝑃𝑐,𝑠𝑡𝑎𝑡𝑖𝑐. Analyzing the packet deliver ration PDR, averaged 

collisions rate 𝛶𝑐𝑜𝑙 over all transceivers and number of packets on the channel at the central 

𝑛𝑎𝑖𝑟. 
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VIII. CONCLUSION 

 IoT-based real-time condition monitoring and controlling of distribution transformers is cost 

effective and superior to tedious manual inspection monitoring techniques. The paper focuses 

on condition monitoring of distribution transformers using a distributed sensor network for 

transmitting sensor data from each transformer to the control center using a LoRa WMN. This 

can enable distribution system operators (DSO) to continuously monitor distribution 

transformers and provide them with timely alerts. With these warnings they can take the 

necessary actions, thereby stretching the operational lifetime of distribution transformers, 

automating the trouble shooting in distribution networks and continuously supplying the 

customer with power.  

The simulations of the network protocol showed that a mesh network formed by a chain of 

distributed sensors can achieve a good packet delivery ratio for monitoring purposes. Based on 

these promising simulation results, the next step is a physical test of the network protocol on 

the university campus. This will hopefully provide more evidence that the proposed network 

can be used for distribution transformer monitoring and in the future help improve the power 

grind stability of developing nations like Ethiopia. 
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